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Emotion recognition, also known as 
affective computing, refers to the ability of 
machines to detect and interpret human 
emotions through various methods such as 
facial expressions, speech patterns, 
physiological signals, and behavioral cues.

Anger Fear

Happy Sad

Introduction



Introduction

Motivation: Emotion Recognition could be used to 
determine, does a human need medical help, better 
understand people with emotional disabilities, and detect 
any suspicious movements in public places. Solving this 
problem requires advanced machine learning techniques, 
innovative algorithms, and a deep understanding of human 
emotions.

Problem Statement: The task of classifying facial emotions 
in images based on face orientation is a complex challenge 
in computer vision, machine learning, and deep learning. It 
involves accurately recognizing the emotions portrayed in an 
image while considering the angle and position of the face, 
as such variations can affect the accuracy of recognition.

Solution: to explore state-of-the-art recognition works and 
investigate the impact of both facial orientation and 
emotional category on the accuracy of recognition.



Datasets

AffectNet

• It is a new face expression 
database that was created 
by gathering and 
annotating facial photos

• Overall: 420299 images

• In research, I extracted 
291,651 images to work 
with

Pointing’04

• head-position image 
database, a collection of 
images, was created to help 
with head pose estimate 
studies in the field of 
computer vision.

• 15000 images

AFLW2000-3D

• a dataset of images that 
have been annotated with 
image-level 68-point 3D 
facial landmarks.

• 2000 images



Imbalanced Dataset



AffectNet

Balanced Dataset For 
Baseline Model

Overall: 5600 images
Train: 3200 images
Val: 1600 images
Test: 800 images

Balanced Dataset For 
Proposed Model

Overall: 11240 images
Train: 8840 images
Val: 1200 images
Test: 1200 images

Dataset was increased 2 times



Related Works
The Facial Emotion Detection Problems

Large intra-class 
variances

Facial Emotion 
Feature 
Extraction

Image 
segmentation1 2 3



Related Works
Models on AffectNet



Methodology
Thesis Workflow



Preprocessing

AffectNet



Preprocessing

AFLW2000-3D

HopeNet

Trained on

Calculate pitch, yaw, 
roll values AffectNet

Apply on

Get rid off images, 
where PYR values 
cannot be found

Convert to 
grayscale



Direction Classification

AffectNet

Pointing’04
(balanced)

Direction 
Classifier

Trained on 
(Proposed 
model)

Thresholds for 
each direction 

were found

Forward

Left

Right

Up

Down

Not trained 
(Baseline model)

PYR Values

Neural 
network



Forward

Left

Right

Up

Down

Balanced Dataset

Make a CSV file 
with PYR values, 
Direction labels, 
Emotion labels

TRAIN

VAL

TEST

Emotion 
Classifier

Make prediction

Make a table

Table from 
Emotion 

Classification

Emotion Classification

Pre-trained 
models



Direction Classification models

0-forward
1-left
2-right
3-up
4-down

Predict directions



Baseline model vs Proposed model
Emotion Classification

Baseline Model Proposed Model



Baseline Model Accuracy and Loss Diagrams



Proposed Model Accuracy and Loss Diagrams



Baseline Model Results



Proposed Model Results



Baseline Model vs Proposed Model

Baseline Model

Proposed Model



Visualization of Proposed Model Results



Conclusion

• There were two approaches: Baseline Model and the Proposed Model

• All training, validation, and testing were preformed on balanced 
datasets.

• With the increase in the size of the dataset, the accuracy of pre-trained 
models also increased.

• Even though the percentage distribution of directions is almost the 
same, we can see that some directions suppress others, and could 
predict emotion.

• Future work: to increase the dataset size and try other machine learning 
or deep learning models for direction and emotion classification



Thank you for your attention!


