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by
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Abstract

Facial emotion recognition has received increasing attention in recent years due to its
potential applications in various fields such as human-computer interaction, security,
and healthcare. In this context, the orientation of a face has been identified as an
important factor affecting the accuracy of facial emotion recognition.
Emotions can be in different forms, this thesis will focus on facial emotional expres-
sions. The importance of facial emotion recognition is crucial in daily life because it
can be used to help people in case of emergency or for quick crime prevention.
Facial Emotion recognition could be used in various applications such as HCI, driver
warning systems, automated tutoring systems, picture and video retrieval, and smart
surroundings.
Two methodological approaches were used in this research: the baseline model and
the proposed model. All two models classify the face orientation directions and facial
emotions. The models will use Hopenet to identify head pose direction angles such
as pitch, yaw, and roll then to determine one of the directions, namely, forward, left,
right, up, and down.
Pre-trained models such as MobileNetV3-small, ResNet-18, GoogleNet, and others
will be used to classify emotions and find the connection between facial emotion
classification and head pose orientation.

Thesis Supervisor: Martin Lukac
Title: Associate Professor at Nazarbayev University, PhD
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Chapter 1

Introduction

1.1 History of Emotion Recognition

With the rise of facial recognition technology, there has been a growing interest in

developing algorithms that can accurately detect and interpret human emotions. Fa-

cial Emotion Recognition is a technology that examines emotions through images and

videos [1].

The computer should decode the human facial emotion and find which emotion it

refers to. Starting from the early 1800’s scientists did much research on facial emo-

tion decoding. Based on physiological engagement, William James identified four

primary emotions in 1890:fear, sadness, love, and fury [2].

Over 1 century, the list of emotions was enlarged to 27 different types of emotion.

The researchers from the University of California, Berkeley, in 2017 found different

types of emotion: admiration, adoration, aesthetic appreciation, amusement, anger,

anxiety, awe, awkwardness, boredom, calmness, confusion, craving, disgust, empathic

pain, entrancement, excitement, fear, horror, interest, joy, nostalgia, relief, romance,

sadness, satisfaction, sexual desire, and surprise [3].
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Figure 1-1: Different facial emotions

1.2 Motivation

Currently, the ability to use a computer to evaluate a detected facial image has in-

creasingly gained popularity as artificial intelligence and computer technology have

advanced.

Nowadays, most banks, police, and other governmental structures use face detection

technologies for identity verification. However, the potential of these technologies is

wider, than it is expected. The capability to accurately interpret human emotions

from facial expressions has the ability to revolutionize many industries, including

healthcare, marketing, and customer service.

For example, Emotion Recognition could be used to determine, does a human need

medical help. Sometimes people could have pain, seizures, and other signs of illnesses,

and the first medical aid should be applied immediately. The camera by using Emo-

tion Recognition could recognize illness signs and call an ambulance. The time of

waiting for help plays an important role in saving a life. Therefore, this process could

be automatized.

Also, Emotion Recognition could be used to understand people with emotional dis-

abilities. Better understanding and interpretation of emotions could prevent future

misunderstandings among people. For example, a person with an emotional disability
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may have problems with facial expressions, and other people may understand his/her

behavior not correctly. So, by using Emotion Recognition the conflicts between peo-

ple could be resolved.

In addition, Emotion Recognition could help to detect any suspicious movements in

public places. For instance, in airports understanding the facial emotion of people

could prevent serious crimes, such as drug dealing, human trafficking, terrorism and

etc.

Solving this problem requires advanced machine-learning techniques, innovative algo-

rithms, and a deep understanding of human emotions.

1.3 Problem statement

The task of classifying facial emotions in images based on face orientation is a complex

challenge in computer vision, machine learning, and deep learning. The utilization of

techniques for identifying emotions through surveillance cameras presupposes partic-

ular circumstances concerning the positioning of a person’s face in various angles in

relation to the camera.

For example, it involves accurately recognizing the emotions portrayed in an image

while considering the angle and position of the face, as such variations can affect the

accuracy of recognition.

Thus, to tackle this problem, different machine learning models should be checked for

facial emotion image classification with different orientations.

The main goal of this research is to explore state-of-the-art recognition works and in-

vestigate the impact of both facial orientation and emotional category on the accuracy

of recognition.

15
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Chapter 2

Related works

2.1 The Facial Emotion Detection Problems

Firstly, Large intra-class variances brought on by elements like lighting and posi-

tion changes, occlusion, and head movement make it difficult to identify facial emo-

tions in uncontrolled conditions. Two crucial criteria often determine a face emotion

detection system’s accuracy:

1) extraction of facial characteristics that are resilient to intra-class differences (such

changes in stance) yet are unique for diverse emotions

2) design of a classifier capable of identifying various facial expressions from noisy

and unreliable data (e.g., illumination changes and occlusion)[4].

Next, the main problem is Facial Emotion Feature Extraction. In feature

extraction and facial expression identification, precise localization of a facial feature

is crucial. However, in practical applications, it is challenging to find the face feature

exactly because of the variation in the facial form and the quality of the database

image [5].

Similar to the challenge of Image segmentation from specific image areas, it is

difficult to extract the feature of facial emotions. Model-based segmentation and

Image-based segmentation are the two types of segmentation techniques.

17



The "Live-wire approach" and other image segmentation techniques are greater at

determining feature boundaries than they are at recognizing boundaries, which makes

it hard to extract feature regions by matching object areas over the whole image [6]

[7].

2.2 Datasets

AffectNet is a new face expression database that was created by gathering and an-

notating facial photos. AffectNet has more than 1 million facial photos that were

gathered from the Internet using 1250 emotion-related keywords in six different lan-

guages and three major search engines. A categorical model was used to manually

annotate the existence of seven distinct facial expressions

("happy", "sad", "surprise", "fear", "disgust", "anger", "contempt") with "neutral"

expression as well as the degree of valence and arousal in around half of the recovered

photos (440K) (dimensional model). The research on automated facial expression

identification in two separate emotion models is made possible by AffectNet, which

is by far the biggest library of facial expressions, valence, and arousal in the wild. To

categorize pictures in the category model and forecast the strength of valence and

arousal, two baseline deep neural networks were employed [8].

The Pointing’04 head-position image database, a collection of images, was cre-

ated to help with head pose estimate studies in the field of computer vision. Re-

searchers and academicians all over the world utilize the database, which was devel-

oped by Dr. Bernd Heisele, a computer vision expert. 15,000 images of people’s faces

from various perspectives, with various lighting and facial expressions, are included

in the database. The photos were taken using a high-quality digital camera, and they

have labels on them that describe the subject’s head stance, including where their

head is located in three dimensions and which way they are facing [20].

The AFLW2000-3D is a dataset for computer vision that includes 2,000 3D
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annotated face photos. Researchers from the Max Planck Institute for Informatics

and Saarland University in Germany published this dataset in 2017.

The photos in the collection are of different persons and were taken under varied

lighting and expression-related circumstances. The left and right eye centers, the

left and right mouth corners, the tip of the nose, and the chin are among the six

important facial landmarks whose 3D coordinates are included in the annotations for

each image [23].

2.3 Models

2.3.1 Models on Affectnet

Most of the research on Facial Emotion Recognition is done using the Affectnet

dataset. Therefore, the following models are used in emotion recognition using this

dataset.

Figure 2-1: Different models used on Affectnet and their accuracy

Firstly, the Weighted-Loss model presented by Affectnet authors in 2017 showed

the lowest accuracy, reaching 58%. The loss function for each class was weighted in

the weighted-loss technique according to their relative share in the training dataset.

In other words, the loss function severely penalizes the networks when they incorrectly

identify instances from classes that are underrepresented while only lightly punishing

them when they incorrectly categorize examples from classes that are highly repre-

sented.
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Secondly, the VGG-FACE model presented by [9] showed 60.4% which is slightly

higher than the Weighted-Loss model. It can be seen that the VGG-FACE network

outperformed AffectNet’s database baseline model.

Table 2.1 confirms that the network trained using the proposed methodology(VGG-

FACE model) outperformed all other networks. This improvement was significant

across all evaluation criteria, as compared to the VGG-FACE baseline network, and

was spread across the VA space. The reason for this improvement can be attributed

to the large number of synthesized images used during training, which helped the

network to train and generalize better. This was necessary because the training

set had an insufficient representation of many ranges, which the synthesized images

helped to overcome.

In Figure 2-2, it can be seen the visual representation of the VGG-FACE model using

StarGAN, and Ganimation, which were presented in Table 2.1.

Networks CCC CCC P-CC P-CC SAGR SAGR MSE MSE
Valence Arousal Valence Arousal Valence Arousal Valence Arousal

AlexNet [42] 0.60 0.34 0.66 0.54 0.74 0.65 0.14 0.17
the VGG-FACE baseline 0.50 0.37 0.54 0.48 0.65 0.60 0.19 0.18
VGG-FACE trained using StarGAN 0.55 0.42 0.58 0.49 0.74 0.73 0.17 0.16
VGG-FACE trained using Ganimation 0.56 0.45 0.59 0.51 0.74 0.74 0.15 0.16
VGG-FACE trained using the proposed approach 0.62 0.54 0.66 0.55 0.78 0.75 0.14 0.15

Table 2.1: VGG-Face model comparison with other models

Figure 2-2: Generated results by VGG-FACE model using StarGAN and Ganimation
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Thirdly, the MT-ArcRes model revealed better results, namely, 63% in facial emo-

tion recognition in Figure 2-1. MT-ArcRes model showed the highest result in com-

parison with other models, as can be seen in Table 2.2. This model was introduced

by Kollias et al [10] later in 2019.

Figure 2-3 shows the Multi-Task-ArcFace-Residual (MT-ArcRes) CNN architecture,

which employs only residual units and it does not contain VGG-Face’s layers.

Databases MT-ArcRes MT-ArcVGG FT-MT-VGG MT-VGG AlexNet DLP-CNN VGG
AffectNet 0.63 0.62 0.59 0.54 0.58 - -
RAF-DB 0.75 0.76 0.71 0.61 - 0.74 -
IMFDB 0.55 0.56 0.51 0.42 - - -
FER2013 0.8 0.79 0.78 0.76 - - 0.75

Table 2.2: Retrained multi-task networks with ArcFace loss, for expression recognition

Figure 2-3: The MT-ArcRes network that has been trained with the ArcFace loss

Finally, the current leader in facial emotion recognition is Multi-task EfficientNet-

B2 in Figure 2-1, which showed 63.03%, was presented by Savchenko et al [11]. Multi-

task EfficientNet-B2 was trained in two stages with (1) pre-training on face recog-

nition, and (2) fine-tuning on emotion classification. It is crucial to note that the

CNNs were trained on faces that were cropped and without borders, meaning that

the majority of the backdrop, hair, etc., is not visible.

Since learned facial characteristics are better suited for emotional analysis, face recog-

nition performance may somewhat decline as a result. The last layer of the network

pre-trained on VGGFace2 may be thought of as an extractor of facial characteristics

since the new head (fully-connected layer with C outputs and softmax activation)

replaces the final layer of the network.

In Table 2.3 it can be seen that EfficientNet-B2 reached the highest accuracy result
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on 8 classes and 7 classes classifications on the AffectNet dataset. Figure 2-4 displays

both the anticipated emotional categories and a simple-to-understand GradCAM vi-

sualization of the CNN’s determination.

Model Accuracy of
8 classes , %

Accuracy of
7 classes, %

Baseline (AlexNet) 58.0 -
Deep Attentive Center Loss - 65.20
Distilled student 61.60 65.40
DAN 62.09 65.69
TransFER - 66.23
EmotionGCN - 66.46
MobileNet-v1 60.20 64.71
EfficientNet-B0 61.32 65.74
EfficientNet-B2 63.03 66.34

Table 2.3: Accuracy for the AffectNet Validation Set

Figure 2-4: Visualization of children’s emotions predicted by EfficientNet-B2

2.3.2 Pre-trained models

Pre-trained models are machine learning models that have already been trained on

large datasets, allowing developers to use them for various tasks without needing to

train them from scratch. Pre-trained models can be used for image recognition, object

detection, classification, and other tasks.

1) MobileNet: This is a pre-trained model for image classification that is opti-

mized for mobile devices. It has a small footprint and low latency, making it ideal

for applications where computational resources are limited.
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A. G. Howard et al. [14] presented a new type of convolutional neural network (CNN)

designed specifically for mobile devices. Traditional CNNs are computationally in-

tensive and require large amounts of memory, which can be problematic for mobile

devices with limited processing power and storage capacity. MobileNets, on the other

hand, use a lightweight architecture that is optimized for mobile devices, achieving

high accuracy with significantly fewer parameters and computation.

MobileNets has key architectural features such as depthwise separable convolu-

tions, which break down the traditional convolution operation into two simpler oper-

ations, and linear bottlenecks, which reduce the dimensionality of intermediate feature

maps. MobileNets could perform well on a range of computer vision tasks, including

image classification, object detection, and semantic segmentation while requiring less

computation and memory than traditional CNNs.

By reducing the computational and memory requirements of CNNs, MobileNets

enable a wider range of mobile vision applications, from real-time object recognition

to augmented reality and more.

MobileNetV3-Small is built using a combination of depthwise separable convolutions,

which split the convolutional operation into a depthwise and a pointwise convolution,

and linear bottlenecks, which help reduce the number of parameters and improve the

efficiency of the model.

Additionally, the architecture of MobileNetV3-Small in Figure 2-5 includes a series of

inverted residual blocks with linear bottlenecks and a squeeze-and-excitation module,

which helps the model focus on the most informative features. Figure 2-6 shows

MobileNetV3 main block in detail the sequence of operations, including a depthwise

separable convolution, a non-linear activation function, and a linear bottleneck layer.

Compared to other pre-trained models, MobileNetV3-Small is smaller in size and

faster in inference, making it well-suited for use in mobile and embedded devices.

However, its smaller size also means that it may not perform as well as larger models

on more complex tasks, and may require additional training or fine-tuning for specific

use cases.

2) GoogleNet: GoogleNet is a pre-trained model that uses an inception module
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Figure 2-5: MobileNet-V3 small Architecture

to increase the efficiency of the network and it was designed by Google for the Ima-

geNet Large Scale Visual Recognition Challenge in 2014 [15].

GoogleNet is a multi-stage network, in which a variety of convolutional filters were

applied in parallel at each stage, followed by pooling, and concatenated to form a rich

feature representation for the input data.

This architecture allows for deeper and more efficient learning of complex visual pat-

terns, leading to state-of-the-art performance on image classification tasks such as

the ImageNet challenge.

Additionally, several optimizations, including dimensionality reduction and the use of

1x1 convolutions, were used to reduce computational costs and improve performance.

3) ResNet: This is a pre-trained model that uses residual connections to allow

for deeper networks while avoiding the vanishing gradient problem. It was designed

by Microsoft [16] and won the ImageNet Large Scale Visual Recognition Challenge

in 2015.

It was observed that as the depth of a neural network increased, the training error

would eventually begin to increase rather than decrease, indicating that the network

was becoming too difficult to optimize. They proposed the use of residual connections,

which allowed for the training of much deeper networks by allowing information to

bypass some layers.

4) VGG: This is a pre-trained model that uses a deep convolutional neural network

to achieve high accuracy in image recognition tasks. K. Simonyan et al. [17] proposed

a novel deep learning architecture called VGGNet for image recognition tasks. The
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Figure 2-6: MobileNetV3 main block

authors address the problem of improving the performance of convolutional neural

networks (CNNs) by increasing the depth of the network, which has been shown to

improve accuracy.

VGGNet is a deep CNN architecture that achieves state-of-the-art performance on

the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) 2014 dataset. The

model, with up to 19 layers, outperforms previous CNN models with fewer layers,

including the 2012 AlexNet model, which was the previous winner of the ILSVRC.

5) AlexNet: Alex Krizhevsky et al [21] presented one of the first convolutional

neural networks to achieve state-of-the-art performance on the ImageNet dataset,

which won the ImageNet Large Scale Visual Recognition Challenge in 2012.

A large-scale image classification system, which is called AlexNet, and was trained on

a dataset of over one million images from the ImageNet dataset. There were several

key architectural innovations that made AlexNet’s CNN particularly effective, includ-

ing the use of Rectified Linear Units (ReLU) for activation functions, local response

normalization, and overlapping pooling. They also employed data augmentation tech-

niques to prevent overfitting and improve generalization.
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6) AdaBoost: This is a pre-trained model that is used for classification tasks. It

is an ensemble learning method that combines multiple weak learners into a strong

classifier. AdaBoost was presented by Freund et al [22] and is commonly used in

computer vision and often used in object detection tasks.

The concept of "online learning," where the learning algorithm receives input data

in sequential order and makes predictions or decisions without having access to the

entire dataset, was presented. Then a decision-theoretic framework for online learning

was developed, where the learning algorithm minimizes a loss function that measures

the difference between the predicted output and the true output.

The AdaBoost algorithm uses a set of weak learners (i.e., classifiers that perform

slightly better than random guessing) and combines them in a way that improves

their overall accuracy. AdaBoost assigns weights to each training example based on

its difficulty and trains a sequence of weak learners on the weighted examples. The

final prediction is then obtained by combining the predictions of all the weak learners.

7) HopeNet is a deep learning model that is pre-trained to predict the 3D head

pose of a person from a single 2D image or a video frame. The model is based on

a convolutional neural network (CNN) architecture and was developed by Anguelos

Nicolaou, et al. in 2017 [12] [13].

The model takes as input a single image or a video frame and produces three

continuous outputs corresponding to the pitch, yaw, and roll angles of the person’s

head. These angles represent the rotation of the head along the X, Y, and Z axes,

respectively. Hopenet achieves state-of-the-art performance on several benchmark

datasets, including the AFLW2000-3D dataset.

Hopenet is trained using a large-scale dataset of annotated images and videos of

human faces. The training data is augmented to account for different lighting condi-

tions, head poses, and facial expressions. The model is trained using a combination

of regression and classification losses, with the goal of minimizing the angular error

between the predicted and ground-truth head poses [26] .

Hopenet has several applications, including human-computer interaction, virtual

and augmented reality, and driver monitoring systems. For example, it can be used to

26



control the movement of virtual characters in video games or to enable gaze tracking

in virtual reality headsets. It can also be used to monitor the attention and fatigue

levels of drivers by tracking their head movements.

2.3.3 Loss Function

CrossEntropyLoss is a commonly used loss function in machine learning, particularly

in classification problems. It is a measure of the difference between the predicted and

actual probability distributions of the target class.

In simple terms, CrossEntropyLoss is a measure of how well a model is able to

predict the correct class for a given input. It is often used in deep learning models

that are trained using stochastic gradient descent, where the goal is to minimize the

loss function during training.

The CrossEntropyLoss is defined as follows:

L(y, 𝑦) = -
∑︀𝑛

𝑖=1 𝑦𝑖 log(𝑦𝑖) + (1− 𝑦𝑖) log(1− 𝑦𝑖)

where y is the true probability distribution of the target class, 𝑦 is the predicted

probability distribution of the target class, and the summation is taken over all classes.

The CrossEntropyLoss is a measure of the amount of information needed to repre-

sent the true distribution using the predicted distribution. The smaller the CrossEn-

tropyLoss, the better the model is at predicting the correct class.

It is important to note that the CrossEntropyLoss is not only used for binary

classification problems but also for multi-class classification problems. In the case

of multi-class classification, the predicted probability distribution 𝑦 is typically rep-

resented using a softmax function, which converts the output of the model into a

probability distribution.

In summary, CrossEntropyLoss is a loss function commonly used in machine learn-

ing for classification problems. It measures the difference between the predicted and

actual probability distributions of the target class and is often used in deep learning

models trained using stochastic gradient descent.
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2.3.4 Pitch, Yaw, Roll

Pitch, yaw, and roll are terms used to describe the orientation or rotation of an

object, such as an aircraft, a spacecraft, or a camera.In head pose estimation, pitch,

yaw, and roll values are used to describe the orientation of the human head in three-

dimensional space.

Pitch refers to the rotation of the head around the X-axis, which runs horizontally

from left to right. A positive pitch value indicates that the head is tilted downwards

towards the chest, while a negative pitch value indicates that the head is tilted up-

wards towards the ceiling.

Yaw refers to the rotation of the head around the Y-axis, which runs vertically

from top to bottom. A positive yaw value indicates that the head is turned to the

right, while a negative yaw value indicates that the head is turned to the left.

Roll refers to the rotation of the head around the Z-axis, which runs perpendicu-

lar to the face. A positive roll value indicates that the head is tilted towards the right

shoulder, while a negative roll value indicates that the head is tilted towards the left

shoulder.

Together, these three values provide a complete description of the head orienta-

tion in three-dimensional space, allowing for accurate tracking of the position and

movement of the head. Head pose estimation is used in a variety of applications,

including computer vision, virtual reality, and augmented reality.

We can determine an object’s rotational angles by measuring the circular feature’s

rotational angles using perspective projection.

Figure 2-7 illustrates that by rotating the head around the X, Y, and Z axes, the

position of the head can be expressed using the corresponding Euler angles, namely

𝜃𝑥 (Pitch), 𝜃𝑦 (Yaw), and 𝜃𝑧 (Roll) [25].
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Figure 2-7: Head Orientation with Pitch, Yaw and Roll

The point’s new coordinates will result from rotating it by an angle of 𝜃𝑥 around

the X-axis:

(𝑥𝑥𝑦𝑥𝑧𝑥) = 𝑅𝑥 · (𝑥𝑦𝑧)𝑇 (2.1)

where

𝑅𝑥 =

⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0

0 𝑐𝑜𝑠𝜃𝑥 −𝑠𝑖𝑛𝜃𝑥 0

0 𝑠𝑖𝑛𝜃𝑥 𝑐𝑜𝑠𝜃𝑥 0

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦ (2.2)

Similarly, when the point undergoes rotation around the Y and Z axes by angles

of 𝜃𝑦 and 𝜃𝑧, respectively, the point’s coordinates will be changed accordingly.

(𝑥𝑦𝑦𝑦𝑧𝑦) = 𝑅𝑦 · (𝑥𝑦𝑧)𝑇 (2.3)

and

(𝑥𝑧𝑦𝑧𝑧𝑧) = 𝑅𝑧 · (𝑥𝑦𝑧)𝑇 (2.4)
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where

𝑅𝑦 =

⎡⎢⎢⎢⎢⎢⎢⎣
𝑐𝑜𝑠𝜃𝑦 0 𝑠𝑖𝑛𝜃𝑦 0

0 1 0 0

−𝑠𝑖𝑛𝜃𝑦 0 𝑐𝑜𝑠𝜃𝑦 0

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦ (2.5)

and

𝑅𝑧 =

⎡⎢⎢⎢⎢⎢⎢⎣
𝑐𝑜𝑠𝜃𝑧 −𝑠𝑖𝑛𝜃𝑧 0 0

𝑠𝑖𝑛𝜃𝑧 𝑐𝑜𝑠𝜃𝑧 0 0

0 0 1 0

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦ (2.6)

By combining the values (2.2, 2.5, 2.6) to represent a point’s rotation along all axes,

the resulting coordinates of the point can be obtained in following equation:

(𝑥𝑥𝑦𝑧𝑦𝑥𝑦𝑧𝑧𝑥𝑦𝑧)
𝑇 = 𝑅𝑥𝑅𝑦𝑅𝑧 · (𝑥𝑦𝑧)𝑇 = 𝑅 · (𝑥𝑦𝑧)𝑇 (2.7)

where

𝑅 =

⎡⎢⎢⎢⎢⎢⎢⎣
𝑟11 𝑟12 𝑟13 0

𝑟21 𝑟22 𝑟23 0

𝑟31 𝑟32 𝑟33 0

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦ (2.8)

The rotation matrix is referred to as R, and it is possible to determine the Euler

angles 𝜃𝑥, 𝜃𝑦, and 𝜃𝑧 through calculation.

𝜃𝑥 = tan−1 𝑟32
𝑟33

(2.9)

𝜃𝑦 = − tan−1 𝑟31√︀
𝑟232 + 𝑟233

(2.10)

𝜃𝑧 = tan−1 𝑟21
𝑟11

(2.11)

Furthermore, the translation of a point in 3D space can be achieved using the

translation matrix, which is given by -
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𝑇 (𝑑𝑥, 𝑑𝑦, 𝑑𝑧) =

⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 𝑑𝑥

0 1 0 𝑑𝑦

0 0 1 𝑑𝑧

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦ (2.12)

where 𝑑𝑥 , 𝑑𝑦, 𝑑𝑧 are the displacement of any point along the x, y, z-axis respectively.

An open-source 3D computer graphics software, which is called Blender [27], offers a

transformation matrix that combines the three rotation and translation matrices into

𝑇𝑅𝑥𝑅𝑦𝑅𝑧.

Individual Euler rotation of yaw, pitch and roll can be calculated with equations( 2.9,

2.10, 2.11).
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Chapter 3

Methodology

3.1 Methodological approach

The objective of this thesis is to examine algorithms for emotion classification and

determine if the accuracy of these algorithms is influenced by facial orientation and

emotion category.

This research entails analyzing various models that have been presented to the scien-

tific community and comparing their performance in relation to emotion categoriza-

tion and facial orientation.

The results will be displayed as the number of correct predictions, the number of

predictions made, and the percentage value. Figure 3-1 presents the workflow for

this study, which involves Preprocessing step, then yaw, pitch, roll values calculation,

training the model, testing the model, and finally making an analysis of the results.

Figure 3-2 shows the extended version of General Thesis Workflow in more details.

3.2 Preprocessing

3.2.1 Imbalanced Dataset

Firstly, the lighter version of AffectNet was taken to work with, because the whole

dataset is very large(122 GB). Using annotations, the images were divided into folders,
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Figure 3-1: Thesis Workflow

namely, into 8 emotion categories as Anger, Contempt, Disgust, Fear, Happy, Neutral,

Sad, and Surprise. The number of images of emotions such as Contempt, Disgust was

much smaller in comparison with other emotions. Therefore, in order to balance the

number of images per emotion, only over one-tenth(32622) of Affectnet(291,651) is

used in this research,

In table 3.1 you can see a raw distribution of 32622 images, where the number of

images per emotion is almost equal.

Direction Anger Contempt Disgust Fear Happy Neutral Sad Surprise
Forward 1504 1334 1454 2052 1661 1823 1554 1769
Left 411 310 371 361 347 397 391 412
Right 367 251 337 281 300 380 387 376
Up 788 399 750 1058 553 706 972 1005
Down 1194 1323 709 507 1356 913 896 663
Overall 4264 3617 3621 4259 4217 4219 4200 4225

Table 3.1: Raw Imbalanced Affectnet distribution

Grayscale conversion

Secondly, all images were converted into Grayscale in order to reduce the computa-

tional power 3 times and preserve the relevant features [24].

Three dimensions of movement

Thirdly, images from which pitch, yaw, and roll, using Hopenet, which is trained on
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Figure 3-2: Extended Thesis Workflow

the AFLW2000-3D dataset, were calculated, and those images, where they cannot be

found were removed from our main dataset. The samples of wrong images could be

seen in Figure 3-3.

Figure 3-3: Bad samples of datasets, that can not be used

Finally, the images were classified through a manual algorithm into 12 directions,

then were grouped into 5 directions(Forward, Left, Right, Up, Down). Then files in

CSV format were created to write the image paths and their labels. There are two

CSV files one for training and one for testing.
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3.2.2 Balanced Dataset

As you can see in Table 3.2 most of the images are in the "Forward" direction. The

emotion classifier could become biased, if we do not balance the dataset.

Direction Anger Contempt Disgust Fear Happy Neutral Sad Surprise
Forward 35% 37% 40% 48% 39% 43% 37% 42%
Left 10% 9% 11% 8% 8% 10% 10% 10%
Right 9% 7% 10% 7% 7% 9% 9% 9%
Up 18% 11% 20% 25% 13% 17% 23% 24%
Down 28% 36% 19% 12% 33% 21% 21% 15%
Overall 4264 3617 3621 4259 4217 4219 4200 4225

Table 3.2: Percentage Distribution of Raw Imbalanced dataset

Therefore, for Baseline and Proposed models, the datasets were balanced per

direction and each emotion.

In the Baseline model, 3200 (80 images per direction) images were used for

training, 1600 (40 images per direction) images for validation, and 800 (20 images

per direction) images for testing.

In the Proposed model, 8840 (221 images per direction) images were used for

training, 1200 (30 images per direction) images for validation, and 1200 (30 images

per direction) images for testing.

Additional dataset

The dataset Pointing’04 by [18] [19] was used in the Proposed Model for training

the Direction Classifier.

The dataset consists of 30 folders(2790 images), where every 2 folders contain images

of one person from different angles.

The name of each image file is presented in "personne01100-90+0.jpg" format, where

the last 5-6 symbols are angles.

The images were separated into "Forward", "Left", "Right", "Up", and "Down"

according to angles and grouped together.

There are 570 images for "Down", 540 images for "Forward",570 images for "Left",

540 images for "Up", and 570 images for "Right".
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But in order for the classifier not to become biased, the dataset was balanced, and

each direction contained 540 images.

All image names, pitch, yaw, roll values, and direction labels were written in a CSV

file.

3.3 Baseline model

HopeNet

Using HopeNet, the pitch, yaw, and roll values were calculated and written in

the text file for each emotion category. The pitch, yaw, and roll values are in tensor

type. The angles could be visualized as in Figure 3-4. Hopenet uses MTCNN for face

detection and facial landmarks on images and ResNet50 to create a model.

Figure 3-4: Pitch, yaw, roll calculation and visualization for each direction (pitch-
green, roll-red, yaw-blue)

Manual algorithm

By analyzing the results after HopeNet and looking and comparing images manually,

the algorithm was created for direction classification from the pitch, yaw, and roll

values, where the threshold for each direction was found through calculation and

manual classification since the needed external dataset exactly for this task was hard

to find.

Let’s look to the Table 3.3 where there are FileNameID and pitch, yaw, roll values

for each image, which is classified as "Anger". In this example, I selected 5 images,

which is looking "Down" direction. Then pitch, yaw, roll values were calculated.
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After that, we will look which of pitch,yaw, roll values have more common values, in

other words, we are looking for the threshold.

As you can see the pitch values have common range of values from -24 to -28. So,

range from -24 to -28 of pitch values is threshold for direction "Down".

I do the same procedure manually for each direction, finding the thresholds. You can

see the part of pseudo-code of Manual Algorithm below, where thresholds for each

directions are set and each image is labeled with one of the directions(forward, left,

right, up, down).

FileNameID 252606 157352 145637 71072 57738
pitch -24.1261 -28.0626 -28.7395 -24.2781 -24.1895
yaw 3.7839 -3.3803 -1.5367 7.9262 -3.3464
roll -4.1922 -0.9985 -0.8966 -3.1061 -4.8848

Table 3.3: Pitch, Yaw, Roll values for Anger images for direction "Down"

𝑝𝑎𝑡ℎ𝐴𝑛𝑔𝑒𝑟 ←

for 𝑥, 𝑦 in 𝐴𝑛𝑔𝑒𝑟.𝑖𝑡𝑒𝑚𝑠() do

if 𝑦[1] < 𝑦[0] and 𝑦[1] < 𝑦[2] and 𝑦[1] < 0 and 𝑦[1] < −15 then

if 𝑦[0] > 0 and 𝑦[2] < 0 then

if 𝑦[0] < 3 then

𝑝𝑎𝑡ℎ𝐴𝑛𝑔𝑒𝑟[𝑥]← ”𝑙𝑒𝑓𝑡”

else

𝑝𝑎𝑡ℎ𝐴𝑛𝑔𝑒𝑟[𝑥]← ”𝑢𝑝”

else if 𝑦[0] < 0 and 𝑦[2] < 0 then

if 𝑦[0] + 𝑦[2] > −15 then

𝑝𝑎𝑡ℎ𝐴𝑛𝑔𝑒𝑟[𝑥]← ”𝑙𝑒𝑓𝑡”

else

𝑝𝑎𝑡ℎ𝐴𝑛𝑔𝑒𝑟[𝑥]← ”𝑑𝑜𝑤𝑛”

else

𝑝𝑎𝑡ℎ𝐴𝑛𝑔𝑒𝑟[𝑥]← ”𝑙𝑒𝑓𝑡”

else if 𝑦[1] > 𝑦[0] and 𝑦[1] > 𝑦[2] and 𝑦[1] > 0 and 𝑦[1] > 5 then
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if 𝑦[0] + 𝑦[2] > −9 and 𝑦[0] < 0 and 𝑦[2] < 0 then

𝑝𝑎𝑡ℎ𝐴𝑛𝑔𝑒𝑟[𝑥]← ”𝑟𝑖𝑔ℎ𝑡”

else

if 𝑦[0] + 𝑦[2] > 0 then

𝑝𝑎𝑡ℎ𝐴𝑛𝑔𝑒𝑟[𝑥]← ”𝑢𝑝”

else if 𝑦[0] + 𝑦[2] < 0 then

𝑝𝑎𝑡ℎ𝐴𝑛𝑔𝑒𝑟[𝑥]← ”𝑑𝑜𝑤𝑛”

else

𝑝𝑎𝑡ℎ𝐴𝑛𝑔𝑒𝑟[𝑥]← ”𝑟𝑖𝑔ℎ𝑡”

else

if 𝑦[0] > 0 and 𝑦[2] > 0 then

if 𝑦[1] < 0 then

𝑝𝑎𝑡ℎ𝐴𝑛𝑔𝑒𝑟[𝑥]← ”𝑓𝑜𝑟𝑤𝑎𝑟𝑑” · · ·

Here "Anger" is dictionary, which contains the path of images of folder "Anger"

and its pitch, yaw, roll values. "x" is the paths of images, when "y" is array, which

contains pitch,yaw,roll values("y[0]" is pitch value, "y[1]" is yaw value, "y[2]" is roll

value). "pathAnger" is array, which will save labels of directions (forward, left, right,

up, down) for each image.

Emotion Classification

After direction classification, pre-trained models MobileNetV3-small, GoogleNet,ResNet-

18, VGG-16, AlexNet, and AdaBoost were used to predict the accuracies for each

Emotion Category. Then Confusion Matrix was calculated and the path of each truly

labeled image was found to identify each direction’s accuracy.

For both direction and emotion classifications Cross-entropy loss function was

used to measure the difference between two probability distributions.
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3.4 Proposed model

In the proposed model, the size of the dataset was enlarged to 11240 images(AffectNet).

Then pitch, yaw, and roll values for each image of the Pointing’04 balanced dataset

were calculated using HopeNet. The pitch, yaw, roll values are in tensor type. The

values were converted into float numbers. The angles could be visualized as in Figure

3-4.

Direction Classification

The direction labels from "Forward", "Left", "Right", "Up", and "Down" were

converted to numeric values, such as 0-"Forward", 1-"Left", 2-"Right", 3-"Up", 4-

"Down". We do not need images anymore, because we have their pitch, yaw, and roll

values. Therefore, all values were converted into numeric ones.

Model Accuracy
Neural Network 85%

Googlenet 84%
MobileNetV3-small 83%

ResNet-18 82%

Table 3.4: Overall Direction Classification by each model

Since, as you can see in Figure 3.4, Neural Network showed the highest result, it

was used for Direction Classification based on pitch, yaw, roll values. In Figure 3-5,

you can see the architecture of Neural Network. The Neural Network was specifically

designed for this task.

This model has 3 fully connected layers (also known as Linear layers), each followed

by a batch normalization layer, ReLU activation function, and dropout layer. The

output of the last layer is fed to the final linear layer with out_features=5 which

gives the output for the 5 classes( forward, left, right, up, down directions).

Note that the input features to the model have in_features=3, which means that

the model expects input data with 3 features(pitch, yaw, roll values). Using Neural

Network, directions are predicted for each image in our dataset.

In the Figure 3-6 and Figure 3-7, you can the performance of Neural Network: its
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Accuracy Diagram and its Loss Diagram.

Figure 3-5: Neural Network Architecture

Emotion Classification

The same pre-trained models as in the Baseline model were used in the Proposed

model, namely, MobileNetV3-small, GoogleNet, ResNet-18, VGG-16, AlexNet, and

AdaBoost were used for emotion classification in order to compare the results in the

future.

For both categories of direction and emotion, two probability distributions were

compared using the Cross-Entropy Loss Function.
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Figure 3-6: Neural Network Accuracy Diagram

3.5 Performance Evaluation Metrics

The performance of the baseline model and proposed model will be evaluated through

three key metrics: Accuracy, F1 score, and confusion matrix.

Firstly, Accuracy is a measure of how often the model correctly predicts the out-

come. It’s calculated as the number of correct predictions divided by the total number

of predictions.

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(3.1)

Next, F1 score is a metric used to evaluate the performance of a classification model.

It is calculated as the harmonic mean of precision and recall, where precision is the

ratio of true positives to the total predicted positives, and recall is the ratio of true

positives to the total actual positives.

The F1 score can be calculated using the following formula:

𝐹1 = 2× 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛× 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑟𝑒𝑐𝑎𝑙𝑙
(3.2)

where precision and recall are calculated as follows:
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Figure 3-7: Neural Network Loss Diagram

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(3.3)

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(3.4)

Here, TP (true positives) is the number of correctly classified positive instances,

FP (false positives) is the number of incorrectly classified positive instances, and FN

(false negatives) is the number of incorrectly classified negative instances.

Finally, the Confusion matrix is a table that shows the number of true positives,

true negatives, false positives, and false negatives for a given model. It’s a powerful

tool for understanding the performance of the model and identifying areas for im-

provement.

The confusion matrix can be presented as follows in Table 3.5:

Here,TP is the number of true positives, FP is the number of false positives, FN is

Actual Positive Actual Negative
Predicted Positive TP FP
Predicted Negative FN TN

Table 3.5: Confusion Matrix

the number of false negatives, and TN is the number of true negatives.

43



44





Chapter 4

Results

4.1 Baseline model results

Emotion Classification

As you can see in Table 4.1 MobileNetV3-small showed the highest percentage among

Pre-trained model Accuracy F1 score
MobileNetV3-small 46% 0.4623

Googlenet 43% 0.4285
ResNet-18 17% 0.1395
VGG-16 13% 0.0554
Alexnet 12% 0.0278

AdaBoost 12% 0.0277

Table 4.1: Overall Emotion Classification by each pre-trained model

all pre-trained models. Therefore, this model is used in the Baseline model for emo-

tion classification.

Below you can see the Confusion Matrix in Figure 4-1, the Loss Function Diagram in

Figure 4-2, and Accuracy Diagram for Training and Validation in Figure 4-3.

The Confusion Matrix in Figure 4-1 shows true classified and false classified

values. But, we will take into account only true positive values, that are located on

the diagonal of the matrix, because we want to know which direction impacts most

on true classified emotion. Therefore, we do not need true negatives, false positives
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and false negatives of Confusion matrix.

For example, for emotion "Anger", there are 35 true classified images as "Anger".

For emotion "Contempt"- 46, for emotion "Disgust"-44, for emotion "Fear"-39, for

emotion "Happy"-70, for emotion "Neutral"-56, for emotion "Sad"-38, for emotion

"Surprise"-37 true classified images.

The confusion Matrix shows that the emotion "Happy" has the highest number of

true classified images in emotion classification, while "Anger" has the lowest one.

Table 4.2 is using true values of Confusion Matrix in Figure 4-1 and shows image

Figure 4-1: Baseline model Confusion matrix for MobileNetV3-small

distributions for each direction and for each emotion, considering the model was

trained and tested on the balanced dataset.

It can be seen that in Table 4.2 emotion named "Happy" showed the highest

46



Direction Anger Contempt Disgust Fear Happy Neutral Sad Surprise mean var std
Forward
(160) 8 6 9 5 17 10 9 6 8.75 12.4375 3.526

Left(160) 5 13 9 9 13 13 6 8 9.5 9.0 3.0
Right(160) 10 13 9 7 12 11 9 9 10.0 3.25 1.802
Up(160) 5 7 8 11 14 10 8 6 8.625 7.4843 2.735

Down(160) 7 7 9 7 14 12 6 8 8.75 6.9375 2.633
mean 7.0 9.2 8.8 7.8 14.0 11.2 7.6 7.4

variance 3.6 9.76 0.159 4.16 2.8 1.36 1.839 1.44
st deviation 1.897 3.124 0.399 2.039 1.673 1.166 1.356 1.2

Emotion accuracy 35/100 46/100 44/100 39/
100

70/
100 56/100 38/

100 37/100

Table 4.2: Direction by Emotion true labeled table for Baseline Model

Figure 4-2: Baseline model Loss Diagram for MobileNetV3-small

number of truly classified images among other emotion categories. Moreover, in this

table, you can see the calculation of mean, variance, and standard deviation for each

emotion category and for each direction.

For Emotions:

1)The highest variance was seen in "Contempt", while the lowest variance was seen

in "Disgust".

2)The highest standard deviation was seen in "Contempt", while the lowest standard

deviation was seen in "Disgust".

For directions:

The highest variance and standard deviation were seen in "Forward", while the lowest
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Figure 4-3: Baseline model Accuracy Diagram for MobileNetV3-small

variance and standard deviation were seen in "Right".

In the following tables 4.3 and 4.4 you can see the percentage distribution for each

emotion and for each direction.

Direction Anger Contempt Disgust Fear Happy Neutral Sad Surprise
Forward 23% 14% 20,4% 13% 25% 18% 24% 16%
Left 14% 28% 20,4% 23% 18% 23% 15% 22%
Right 28% 28% 20,4% 18% 17% 20% 24% 24%
Up 14% 15% 18,4% 28% 20% 18% 21% 16%
Down 20% 15% 20,4% 18% 20% 21% 16% 22%
Emotion accuracy 35% 46% 44% 39% 70% 56% 38% 37%

Table 4.3: The highest percentage of direction per each emotion(by column)

Direction Anger Contempt Disgust Fear Happy Neutral Sad Surprise
Forward 23% 14% 20,4% 13% 25% 18% 24% 16%
Left 14% 28% 20,4% 23% 18% 23% 15% 22%
Right 28% 28% 20,4% 18% 17% 20% 24% 24%
Up 14% 15% 18,4% 28% 20% 18% 21% 16%
Down 20% 15% 20,4% 18% 20% 21% 16% 22%
Emotion accuracy 35% 46% 44% 39% 70% 56% 38% 37%

Table 4.4: The highest percentage of direction per emotion (by row)
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4.2 Proposed model results

In the Proposed Model, in Table 4.5 MobileNetV3-small also took advantage, however,

the GoogleNet with the increase in the size of the dataset also showed 52%. In

addition, ResNet-18 showed 49% in classification, which percentage has increased

by 32% with the dataset size increase. However, other models such as AdaBoost,

VGG-16, and AlexNet still showed the lowest results.

Pre-trained model Accuracy F1 score
MobileNetV3-small 52% 0.5177

Googlenet 52% 0.5160
ResNet-18 49% 0.4920
AdaBoost 16% 0.1658
VGG-16 12% 0.1277
Alexnet 12% 0.1276

Table 4.5: Overall Emotion Classification by each pre-trained model

Figure 4-4 and 4-5 show the Proposed model’s Accuracy and Loss function Dia-

grams.

Figure 4-4: Proposed model Accuracy Diagram for MobileNetV3-small

The Confusion Matrix in Figure 4-6 shows true classified and false classified

values. But, we will take into account only true positive values, that are located on
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Figure 4-5: Proposed model Accuracy Diagram for MobileNetV3-small

the diagonal of the matrix, because we want to know which direction impacts most

on true classifies emotion.Therefore, we do not need true negatives, false positives

and false negatives of Confusion matrix.

For example, for emotion "Anger", there are 54 true classified images as "Anger".

For emotion "Contempt"- 78, for emotion "Disgust"-68, for emotion "Fear"-77, for

emotion "Happy"-113, for emotion "Neutral"-75, for emotion "Sad"-75, for emotion

"Surprise"-84 true classified images.

As you can see in Confusion Matrix in Figure 4-6, the emotion "Happy" still shows

the highest number of true classified images, while the emotion "Anger" is still the

hardest task for the model to classify correctly.

In Table 4.6, the true labels from the Figure 4-6 are taken to see the distribution

of true labels for each direction. Also, mean, variance, and standard deviation are

calculated for each emotion and for each direction.

For Emotions:

"Happy" showed the highest variance and standard deviation, while "Disgust" pre-

sented the lowest variance and the lowest standard deviation. For Directions:

"Forward" showed the highest variance and standard deviation, while "Left" showed
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Figure 4-6: Proposed model Accuracy Diagram for MobileNetV3-small

both the lowest variance and standard deviation results.

Overall, in Tables 4.7 and 4.8 that most images, which were taken in "Forward" ori-

entation could well identify "Anger", "Contempt", and "Surprise" emotions. While,

images where the head position is in the "Up" direction, are mostly "Happy" images,

and in the "Down" direction are "Sad" images. The majority of "Neutral" images are

taken in the "Left" orientation, while "Disgust" and "Fear" are taken in the "Right"

orientation. The results are visualized in Figure 4-7.

Direction Anger Contempt Disgust Fear Happy Neutral Sad Surprise mean var std
Forward

(240)
14 19 12 13 24 11 14 20 15.87 18.35 4.28

Left(240) 12 15 14 17 16 18 17 18 15.87 3.85 1.96
Right(240) 8 16 16 18 24 16 14 15 15.87 17.10 4.13
Up(240) 11 15 14 14 25 14 12 14 14.87 16.10 4.01

Down(240) 9 13 12 15 24 16 18 17 15.5 17.75 4.21
mean 10.8 15.6 13.6 15.4 22.6 15.0 15.0 16.8

variance 4.56 3.84 2.23 3.44 11.039 5.6 4.8 4.56
st deviation 2.13 1.95 1.49 1.85 3.32 2.36 2.19 2.13

Emotion accuracy 54/150 78/150 68/150
77/

150

113/
150 75/150

75/

150
84/150

Table 4.6: Direction by Emotion true labeled table for Proposed Model
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Direction Anger Contempt Disgust Fear Happy Neutral Sad Surprise
Forward 26% 24% 18% 17% 21% 15% 19% 24%

Left 22% 19% 20% 22% 14% 24% 23% 21%
Right 15% 21% 24% 23% 21% 21% 19% 18%
Up 20% 19% 20% 18% 23% 19% 15% 17%

Down 17% 17% 18% 20% 21% 21% 24% 20%
Emotion accuracy 36% 52% 45% 51% 75% 50% 50% 56%

Table 4.7: The highest percentage of direction per each emotion(by column)

Direction Anger Contempt Disgust Fear Happy Neutral Sad Surprise
Forward 26% 24% 18% 17% 21% 15% 19% 24%

Left 22% 19% 20% 22% 14% 24% 23% 21%
Right 15% 21% 24% 23% 21% 21% 19% 18%
Up 20% 19% 20% 18% 23% 19% 15% 17%

Down 17% 17% 18% 20% 21% 21% 24% 20%
Emotion accuracy 36% 52% 45% 51% 75% 50% 50% 56%

Table 4.8: The highest percentage of direction per emotion (by row)

4.3 Baseline model vs Proposed model

In Table 4.1 and Table 4.5, it can be seen that, in both Baseline and Proposed models

pre-trained model called "MobileNetV3-small" showed the highest result in Accuracy

and F1-score.

Also, take into consideration, that the balanced dataset size was increased 2 times

in proposed model. If in Baseline model "MobileNetV3-small" showed 46%, then in

Proposed model "MobileNetV3-small" showed 52%. Which means, that the increase

in dataset size, also impacts on the model better performance.

In Table 4.2 and in Table 4.6 both lowest variance and the lowest standard deviation

for Baseline Model and Proposed Model are seen in emotion "Disgust". It means

that the data in the images ("Disgust") is very similar to each other, indicating that

there is little variation in the values across the images.

While in Baseline Model the highest variance and the highest standard deviation

are seen in emotion "Contempt" and in Proposed Model they are seen in emotion

"Happy", respectively. It means that a set of images with different objects or scenes

captured from different angles and lighting conditions. So, there are more versions of

"Contempt" or "Happy" images to classify them as "Contempt" or "Happy".

In addition, In Table 4.2 and in Table 4.6 both highest variance and the highest

standard deviation for Baseline Model and Proposed Model are seen in direction
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Figure 4-7: Visualisation of results of mostly classified directions by emotions

"Forward".It means that, there are more different versions of images, which are clas-

sified as "Forward".

While, the lowest variance and standard deviation for Baseline Model is "Right"

direction, the lowest variance and standard deviation for Proposed Model is "Left"

direction. The reason could be because of different direction classification approaches,

that were applied, therefore, they are showing different directions.
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Chapter 5

Conclusion

To conclude, it was found out that, Head Pose Orientation has impact on Facial

Emotion Classification. In this research, 3 datasets such as AffectNet, the Point-

ing’04 and the AFLW2000-3D were used. Two models such as Baseline Model and

Proposed Model were introduced.

All datasets went through Preprocessing stage, where bad samples( large intra-class

variances) were removed from the dataset and images were converted into grayscale.

Then image names and their Euler angles(pitch, yaw, roll values) after calculation

using HopeNet were written in separate CSV file.At the end, into CSV file, direction

labels and emotion labels for each image were written.

Balanced datasets for Baseline Model and Proposed Model were made and divided

into train, validation and test subdatasets. The size of Proposed Model Dataset is

twice larger than the Baseline Model Dataset.

There were two approaches in Direction Classification, where one used Neural Net-

work by training on Pointing’04 dataset(Proposed Model), showing 85% accuracy,

and other one used Manual Algorithm by finding thresholds for each direction with-

out training on any dataset(Baseline Model). Then the images were went through

Emotion Classification, where pre-trained models were applied.

Overall, 7 pre-trained models (MobileNetV3-small,GoogleNet,ResNet-18, VGG-16,

AlexNet, AdaBoost, HopeNet) were used.

The best pre-trained model for Emotion Classification is MobileNetV3-small, which
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showed 46% in Baseline Model and 52% in Proposed Model, respectively. With the

increase in the size of the dataset, the accuracy of pre-trained models also increased.

At the end, Confusion Matrix was found for each Model and true classified im-

ages(true positives) from Confusion Matrix were selected to identify which of 5 direc-

tions(Forward, Left, Right, Up, Down) impacts most on each of 8 emotions(Anger,

Contempt, Disgust, Fear, Happy, Neutral, Sad, Surprise).

So, "Forward" direction could classify emotions such as "Anger", "Contempt","Surprise",

"Left" direction could classify "Neutral" emotion, "Right" direction could classify

"Disgust", "Fear", "Up" direction could classify "Happy" emotion and "Down" di-

rection could identify "Sad" emotion.

Even though the percentage distribution of directions is almost the same, it can be

seen that some directions suppress others, and could predict emotion.

In the future, the dataset size should be increased and other machine learning or deep

learning models for direction and emotion classification should be tried.

In conclusion, Facial Emotion Classification based on Head Pose Orientation is a

promising area of research that has the potential to improve the accuracy and relia-

bility of Emotion Detection Systems.
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