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Abstract: With increased interest in renewable energy, the power capacity of wind turbines is con-
stantly increasing, which leads to increased rotor sizes. With ever larger rotor diameters, the complex
and non-linear fluid-structure interaction (FSI) effects on wind turbine aerodynamic performances
become significant, which can be fully studied using hi-fidelity 2-way FSI simulation. In this study, a
two-way FSI model is developed and implemented in Openfoam to investigate the FSI effects on the
NREL Phase VI wind turbine. The fully structured multiblock (MB) mesh method is used for the fluid
and solid domains to achieve good accuracy. A coupling method based on the ALE is developed to
ensure rotation and deformation can happen simultaneously and smoothly. The simulation results
show that hi-fidelity CFD (Computational Fluid Dynamics) and CSD (Computational Structural
Dynamics) -based 2-way FSI simulation provides high accurate results for wind turbine simulation
and multi-disciplinary design optimization (MDO).

Keywords: two-way FSI; OpenFOAM; high-fidelity FSI; MB mesh

1. Introduction

Due to technological development and increase in population, worldwide energy
consumption is constantly increasing. In 2005, worldwide electricity consumption was
about 50 quadrillion Btu [1]. According to calculations, by 2040 the energy consumption
is increased up to 125 quadrillion Btu [1]. Almost all this energy is coming from burning
fossil fuel. According to US Energy Information Administration [2], in 2018 only 15% of
worldwide energy consumption is coming for renewable energy sources. At the same time,
almost 82% of world consumed energy in 2018 was produced by petroleum, coal, or natural
gases [2].

As rotor diameters are increasing, the effects of blade deformation on aerodynamic
performances become more significant and cannot be neglected in simulations. Because
wind turbine aerodynamics includes rotational motion, the angle of attack along the blade
varies with span [3]. The deformation of a blade changes the angle of attack, altering
the aerodynamic performance of a wind turbine. Commonly, wind turbine blades are
constructed with different materials, which creates regions with different elasticity. This
deformation or morphing changes the angle of attack for individual regions of the blade,
increasing wind turbine performances [4].

Apart from changing aerodynamic behaviour, blade deformation decreases its durabil-
ity [5]. According to a study conducted by Liu [5] when a blade is rotating toward its bottom
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position, the blade deformation increases until the deformation suddenly drops when it is
passing the tower. This change of deformation causes decrease in blade durability due to
fatigue. Moreover, the power output of a wind turbine increases with rotor area, which has
square power relation to the blade radius. However, wind turbine weight increases with
the blade radius cubed. Thus, increase in wind turbine power leads to dramatic increase in
weight and, therefore, in blade deformation [4]. Thus, during wind turbine design, both
structural deformation and aerodynamic properties should be simulated simultaneously,
which will also form the basis for multi-disciplinary design optimisation (MDO).

To simulate the interaction between a blade and airflow, CFD simulations should
be paired with Computational Solid Dynamics (CSD) simulations. This combined CFD
and CSD simulation is called Fluid Structure Interaction (FSI) simulation. The main
advantage of FSI simulation is that the effects of aerodynamic loadings on structures and
structural deformation on the flow field can be studied simultaneously. For some cases, FSI
simulation is mandatory to use. For example, in Manenti’s [6] work, FSI simulation was
used to simulate the effect of waves on floating offshore wind turbines. Several other FSI
studies have also been done on the wind turbine [7–11]. Another example of FSI simulation
implementation is the simulation of a parachute [12].

Another advantage of FSI simulation is increased accuracy. According to Galvani [3],
from a wind turbine control perspective, there are three models of wind turbines: low,
medium, and high fidelity. The low-fidelity models consist of baseline CFD simulation
with the control of pitch angle or rotor speed control. The medium fidelity models cover
previously listed models with the consideration of extreme weather and variable/complex
wind conditions (using solvers, such as NREL FAST solver [3]). The high-fidelity models
include detailed CFD simulation coupled with fluid-structure interaction. Despite this
classification being based on wind turbine control systems, it shows that FSI simulations
are considered as a high-precision tool for representing a wind turbine model.

Currently, there are commercial programs which support FSI simulations, such as
ANSYS, COMSOL, and ADINA. However, researchers prefer open-source programs in
their studies [13]. The most popular open-source program is OpenFoam. Due to the open-
source nature of these programs, they are highly customisable for different purposes and
equipment, which allows them to have better power scaling on HPC clusters in comparison
with commercial programs [13].

There are different types of the OpenFoam with multiple versions, which were devel-
oped for different purposes. The most recent versions are: OpenFoam.org, OpenFoam.com,
and Foam-extend [14]. Among all versions, Foam-extend is the friendliest for source code
modifications [13]. Because of this, there are a few modifications for the foam-extend,
which include FSI solvers. One of the most popular is Solids4Foam, developed by Philip
Cardiff [15]. The other alternatives utilise third-party interfaces, like Precice [16], to connect
CFD and CSD simulations.

2. Governing Equations
2.1. Unsteady Reynolds-Averaged Navier-Stokes Flow Model (URANS)

Before starting the simulation, several assumptions need to be made to make above
equations easier to solve. Thus, the flow is three-dimensional, unsteady, and incompressible.
Fluid flow is expressed using Navier Stokes equations, such as continuity equation and
momentum equations [17]:

∂ρ

∂t
+ ρ∇.

⇀
V = 0 (1)

ρ
∂u
∂t

= −∂p
∂x

+
∂τxx

∂x
+

∂τxy

∂y
+

∂τxz

∂z
+ ρ fx (2)

ρ
∂v
∂t

= −∂p
∂y

+
∂τyx

∂x
+

∂τyy

∂y
+

∂τyz

∂z
+ ρ fy (3)
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ρ
∂w
∂t

= −∂p
∂z

+
∂τzx

∂x
+

∂τzy

∂y
+

∂τzz

∂z
+ ρ fz (4)

The viscous stresses are defined using following equations:

τxx = 2µ f
∂u
∂x
− 2

3
µ f

(
∇·
→
V
)

, τxy = τyx = µ f

(
∂v
∂x

+
∂u
∂y

)
(5)

τyy = 2µ f
∂v
∂y
− 2

3
µ f

(
∇·
→
V
)

, τxz = τzx = µ f

(
∂u
∂z

+
∂ω

∂x

)
(6)

τzz = 2µ f
∂ω

∂z
− 2

3
µ f

(
∇·
→
V
)

, τyz = τzy = µ f

(
∂ω

∂y
+

∂v
∂z

)
(7)

One of the most popular ways to model turbulence is to use Reynolds averaging on
the Navier-Stokes equations. This averaging is presented in Equation (9) [18], where φ
represents any time- and space-dependent variable, φ is a mean value component of this
variable, and φ′ is a fluctuating component of this variable.

φ(x, t) = φ(x, t) + φ′(x, t) (8)

To calculate the mean value component, the Equation (12) is used:

φ(x, t) = lim
T→∞

1
T

∫ t

t−T
φ(x, t)dt (9)

The averaging should be applied to every term of the Navier-Stokes equations from
Equation (1) to Equation (7). The unsteady Reynolds-Averaged-Navier-Stokes (URANS)
equations for incompressible flows thus results from the above averaging:

∇·
[
ρV
]
= 0 (10)

∂

∂t
[
ρV
]
+∇·

{
ρVV

}
= −∇p +

[
∇·
(

τ − ρV′V′
)]

+ fb (11)

The turbulence is calculated using several turbulence models. One of the earliest
turbulence models is k− ε. This model is good for calculating far field turbulence [18]. To
increase accuracy of turbulence prediction near the wall, the k−ω model was introduced.
This model uses k and ω, which are turbulence kinetic energy and turbulence specific
dissipation rate respectively. The k and ω are calculated using Equations (12) and (13),
where I is turbulent intensity, Uin f is free stream velocity, Cµ is equal to 0.09, and L is a
reference length:

k =
3
2

(
I
∣∣∣Uin f

∣∣∣)2
(12)

ω =

√
k

CµL
(13)

The Navier Stokes equations with k−ω model is given below:

∂(ρω)

∂t
+∇·(ρVω) = ∇·

(
µe f f ,ω∇ω

)
+ Sω (14)

∂(ρk)
∂t

+∇·(ρVk) = ∇·
(

µe f f ,k∇k
)
+ Sk (15)

where,
Sω = Cα1

ω

k
Pk − Cβ1ρω2 (16)

Sk = Pk − β∗ρkω (17)

Cα1 = 5
9 , Cβ1 = 0.075, β∗ = 0.09 (Default model constants by OpenFoam).
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There is another popular modification of k−ω model, called Shear Stress Transport
(SST) which is going to be used for simulation of this model since it is the most accurate
and popular model respectively to mesh quality and other parameters. This modification
introduces principal shear stress τxy as:

τxy = µtΩ = ρa1k (18)

where turbulent viscosity µt is calculated using:

µt =
ρa1k

MAX
(

a1ω,
√

2StF2

) (19)

The modified equations for the k−ω SST model is thus given below [19]:

D(ρω)

Dt
= ∇·(ρDω∇ω) +

ργG
v
− 2

3
ργω(∇·u)− ρβω2 − ρ(F1 − 1)CDkω + Sω (20)

D(ρk)
Dt

= ∇·(ρDk∇k) + ρG− 2
3

ρk(∇·u)− ρβ∗ωk + Sk (21)

2.2. Structural Model

The structural simulation, used in this model, does not include temperature effect.
Therefore, for this chapter, the simulation would be set to isothermal. The momentum
balance state equation has the following form [20]:

∂2(ρu)
∂t2 −∇·σ = 0 (22)

where u and σ are displacement vector and stress tensor, respectively, while µs and λ are
the material properties. The stress tensor is specified using strain tensor ε:

σ = 2µsε + λtr(ε)I (23)

ε =
1
2

[
∇u + (∇u)T

]
(24)

Combining Equations (23) and (24) will result in following:

∇·σ = ∇·(µs∇u) +∇·[µs(∇u)T + λItr(∇u)] (25)

By rearranging terms in Equation (25), the convergence of a simulation is improved [20]
due to the modification for the solution algorithm. OpenFoam solves the first term of the
Equation (22) implicitly and the second term explicitly [20].

Therefore, by rearranging terms, the explicit and implicit parts become more balanced.
The modified version of Equation (22) has the following form:

∇·σ = ∇·[(2µs + λ)∇u] +∇·[µs(∇u)T + λItr(∇u)− (µs + λ)∇u] (26)

The traction force boundary condition has the following expression (where n is a
surface normal to the boundary):

T = σ·n = [(2µs + λ)∇u] +∇·[µs(∇u)T + λItr(∇u)− (µs + λ)∇u]·n (27)

Equations from (22) to (27) describe only elastic deformation. In nature, every material,
after reaching some stress level, experience plastic deformation. The modified governing
equation with plastic term has the following form [20]:

∇·
{

µs∇(du) + µs[∇(du)]T + λItr[∇(du)]−
[
2µs
(
dεp
)
+ λItr

(
dεp
)]

= 0 (28)
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where du and dεp are incremental displacement vector and incremental plastic strain tensor
respectively. Equation (29) undergoes similar modification:

T = σ·n→ dT = dσ·n
= (2µs + λ)∇(du) + µs[∇(du)]T + λItr[∇(du)]
−(µs + λ)∇(du)−

[
2µs
(
dεp
)
+ λItr

(
dεp
)] (29)

2.3. Arbitrary Langragian Eulerian (ALE) Method

For FSI simulations, mesh deformation should be calculated after converging fluid
and solid solutions. There are three common methods for coupling fluid flow and struc-
tural solvers: Eulerian, Arbitrary Lagrangian-Eulerian (ALE), and Chimera or overset
methods [17,21]. The ALE is an arbitrary hybrid combination of Eulerian and Lagrangian
methods, which are used for fixed and moving meshes, respectively [22]. In order to com-
pensate velocity calculation for dynamic mesh, the mesh velocity Vg should be subtracted
from fluid velocity in the Navier- Stokes equations. Thus, the governing Equations (10) and
(11) will be modified [19] as follows:

∇·
(
V−Vg

)
= 0 (30)

∂V
∂t

+∇·
[(

V−Vg
)
V
]
= −1

ρ
∇p +∇·

(
ve f f∇V

)
(31)

Taking into account the k − ω SST model, the governing equation will have the
following formulation:

∂k
∂t

+∇·
[(

V−Vg
)
k
]
−∇·[(v− vtαk)∇k] =

1
ρ

Pk − β∗ωk (32)

∂ω

∂t
+∇·

[(
V−Vg

)
ω
]
−∇·[(v− vtαω)∇ω] =

ρC1P
vt
− C2ω2 +

2αε(1− F1)

ω
∇k·∇ω (33)

Solid simulations almost always result in movement or deformation. In this case, mesh
should be deformed according to results from these simulations. This mesh deformation
problem is solved by the following methods: spring analogy, pseudo-solid, and Laplace
smoothing.

The first method introduces a spring like connection between vertices. In OpenFoam,
the interface between solid and fluid meshes is called moving wall. The first step in
calculating mesh deformation using spring analogy method is to identify moving wall
nodes. This is done by calculating distance between the node and the wall. After all wall
nodes are located and the displacement of these nodes are obtained, the deformation of
other nodes is calculated as a function of distance and displacement of a wall node. This
method has restrictions because large deformations cause mesh vertices to collide and
intersect with each other [23,24]. However, this problem is solved by using torsion springs,
non-linear springs, and smoothing procedures [17,25]. The smoothing procedure uses
displacement of neighbor nodes to smooth node displacement. Equation (34) describes the
smoothing of deformation of a node P:

δrP =
∑N

i=1 Piδri

∑N
i=1 Pi

(34)

where number N indicated quantity of surrounding edges, Pi is the distance between the
nodes, connected by edge i and δri is the displacement of the node, located at the opposite
side of the edge i.

An FSI is a constant simulation with coupled fluid and solid models. The pressure
and viscous forces are calculated in fluid simulation and transferred to the solid model.
After solid simulation is done, the displacement and velocity information are transferred
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to the fluid model through the fluid-solid interface. In both fluid and solid simulations,
residuals are calculated independently. During simulation in a time step, after transferring
the data, the residuals for the coupling equations at the fluid-solid interface between fluid
and solid domain are calculated. When these residuals become smaller than the required
level, the final mesh is obtained at the end of the time step and time marching can proceed
to the next time step.

3. OpenFOAM Structure

The main solver is located at solids4Foam/applications/solvers/solids4Foam/at the
BitBucket (GitHub. 2022. GitHub - lppferreira/solids4foam. (online) Available at: <https:
//github.com/lppferreira/solids4foam> (accessed on 2 February 2022). This code controls
the whole simulation process by initializing the required classes and calling their methods.
The main function of this code is to start the following scripts:

Solids4Foam/src/solids4FoamModels/physicsModel/physicsModel.C
Solids4Foam/src/solids4FoamModels/fluidModels/fluidModel/fluidModel.C
Solids4Foam/src/solids4FoamModels/solidModels/solidModel/solidModel.C

The physics model script collects information about simulation type and simulation
parameters. In case of FSI, the physics properties become two-way FSI with Aitken interface
coupling with GGI (General Grid Interface) interface interpolation. The solid model and
fluid model scripts collect solid and fluid simulation parameters respectively. The scheme
of FSI simulation is illustrated in Figure 1.

Figure 1. Scheme of FSI simulation.

4. Simulation Models and Mesh Generation

In this work, the NREL Phase VI wind turbine would be simulated. Therefore, the
airfoil data was imported from the NREL report [26]. The wind speed of 7 m/s and
rotational speed of 72 rpm was chosen as in the experimental setup [27].

According to several works [28–30], the domain size should be 2D in diameter and
10D in length. It was found that increasing domain length further than 10D has negligible
effect on the accuracy of a simulation [31].

Both fluid and solid simulations are using structured mesh for two reasons: (1) to
increase computation speed and (2) to have better alignment between fluid and solid

https://github.com/lppferreira/solids4foam
https://github.com/lppferreira/solids4foam
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interfaces. The first step is to create a fluid domain mesh using BlockMesh. The mesh is as
presented in Figure 2a. This mesh fills a cylinder with box-like space in the center, which
should contain the refined blade mesh (Figure 2b).

Figure 2. The general structure of the fluid domain mesh with the 721,090 structural mesh cells in
number: (a) Fluid domain mesh (b) Initial fluid domain mesh; (c) Fluid domain inner mesh; (d) Fluid
domain refined mesh: cross-section view.

The central part of the fluid mesh was created separately, using a custom Python code
(see Appendix). This code extracts coordinates of airfoils from a blade model and prepares
a BlockMeshDict file for the BlockMesh for mesh generation. The central mesh created is as
represented in Figure 2c.

The next step is to merge blade and domain meshes. This procedure was done using
the command mergeMesh. After obtaining combined mesh, required regions were further
refined using SnappyHexMesh. The cross-sectional view of the final mesh is as shown
in Figure 2d.

Solid blade mesh was created with the same code as fluid mesh. The solid blade has
internal structure, which represents the real blade [26] as shown in Figure 3a,b.

Figure 3. The mesh generated for the solid blade, which includes the D-cap and trailing edge with the
29,446 structural mesh cells in number: (a) Blade solid mesh; (b) Blade solid mesh internal structure.
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5. Simulation Results and Discussion

A mesh convergence study should be done to prove that simulation results are not
dependent on mesh size, which was performed by comparing results for different mesh
densities until key parameter percentage variation falls below 1%, which is the percentage
difference of power coefficients between previous and present meshes in this study. The
results of the mesh convergence study are listed in Table 1. Thus, the mesh with 15,240,561
cells was used for further study.

Table 1. Mesh convergence study.

# Cell Number Error, % CPU Time (h)

1 15,240,561 0.83 916.2
2 9,075,433 3.77 508.5
3 5,508,002 12.42 283.8
4 2,442,870 19.07 104.1

Figure 4 shows pressure contour results for around the blade for r/R = 46.6%, which
are similar to other researchers’ work [27]. The wake vorticities are viewed in Figure 5 as
vorticity iso-surfaces, where both blade tip and root vorticities are clearly seen.

Figure 4. Pressure profile over airfoil at the 46.6% span of the blade.

One of the most important validation procedures is to compare pressure coefficient
over the blade surfaces with experimental measurements. The results are viewed in Figure 6,
where it is clearly seen that simulation results are accurate in comparison with experimental
values [27].
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Figure 5. Vorticity contour of the simulation.

Figure 6. Cont.
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Figure 6. Pressure coefficient from the simulation and the experiment at five different spans along
the blade: (a) Pressure coefficient at 30% span of the blade; (b) Pressure coefficient at 46.6% span of
the blade; (c) Pressure coefficient at 63% span of the blade; (d) Pressure coefficient at 80% span of the
blade; (e) Pressure coefficient at 95% span of the blade.

Table 2 shows the material properties of the solid blade that is used for CSD part of
the simulation.

Table 2. Blade material properties (assumed stiffness) [32].

Density (kg/m3) Young’s Modulus, E Poison’s Ratio, ν

1035 1.56 × 1010 0.42

Figure 7 shows the predicted tip displacement. The experimental values show 30
mm in displacement for 7 m/s [32]. According to the figure, the simulation results under
predict the deformation values during the whole simulation period. According to Lee [32],
all the published studies using various models tend to under predict blade deformation,
however, the current FSI method gives more accurate results.

Figure 7. The comparison between the tip displacements during the experiment and the FSI simulation.
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The displacement distribution along the blade over its span can be viewed in Figure 8.
These data were calculated as time averaged values over the whole simulation cycle and
are compared with the corresponding experimental measurements. The simulation results
slightly under predict deformation by comparison, which correlates with other simulation
types [32] but with better accuracy.

Figure 8. The comparison of the blade displacement in x and y direction along blade span in terms of
experiment and FSI simulation.

Figure 9 shows pressure distribution over the blade over whole simulation time. It is
clearly seen, that at the beginning of the simulation, most pressure were concentrated at
the trailing edge of the blade. As simulation is progressed, the pressure distribution was
changed to the leading edge of the blade.

Figure 9. Pressure distribution over simulation time: (a) 0.1 s, (b) 0.5 s, (c) 1 s, (d) 1.5 s. (Wind velocity
7 m/s and blade rotational velocity 72 rpm).

The values of power are as shown in Figure 10, where the solid line represent simulated
values and dashed line represent experimental values for 7 m/s. There is a peak in power
values at the start of the simulation, which is explained by the FSI simulation methodology.
Both fluid and solid simulations use the numerical method, which cannot provide accurate
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values at the start of the simulation. However, as simulation progresses, the values become
more accurate, which is as shown in figure below.

Figure 10. Wind turbine power from the FSI simulation and the experimental one for 7 m/s.

6. Conclusions

The objective of this study is to create and validate the first 2-way FSI simulation for
wind turbines, based on CFD and CSD in Openfoam with the MB (multiblock) structured
mesh method. The 2-way FSI simulation was conducted using OpenFoam. The use of
CFD and CSD for the simulation results in high accuracy results. Two complications
were faced during the research: absence of suitable software and simulation time. The
first complication was solved by implementing custom code, written in C++. This code
implements simultaneous rotation and deformation of the fluid domain. The second
complication was solved with increasing mesh quality. The mesh was created using
blockMesh software, which is part of the OpenFoam. This mesh reduced simulation time
by reducing number of nodes.

In comparison with BEM (blade element momentum theory, which is a simplified,
low-fidelity method for wind turbine blade simulation) simulation, CSD simulation does
not simplify blade geometry to a beam. Therefore, by using FSI simulation with CSD
instead of BEM (blade element momentum theory), advanced structural parameters can
be considered, such as multiple materials and different internal structures. Increasing
simulation complexity by implementing these parameters increases simulation accuracy,
which curtails high rotor diameter wind turbines. Therefore, this method of FSI simulation
could be utilized to simulate large diameter wind turbines for transient concurrent MDO.
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