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ABSTRACT. In this research, we study the Penrose instability analysis in the Hirota equation,
which is a higher-order version of Nonlinear Schrédinger equation. We apply the Wigner function
to Hirota equation in order to obtain Wigner-Hirota equation.

We take the ansatz as W(z,k,t) = Wo(k) + ee'**=) For Wy(k) we consider two different
functions: Dirac-delta functional and Landau damping function. Finally, depending on the I'm(£2)
we seek to find instability intervals for K.
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2 AL-TARAZI ASSAUBAY

1. INTRODUCTION
Consider the Hirota equation (HE) introduced by R. Hirota in [10]

(1) 10 +ialy [P0 + BT + ind) + 0y [P = 0,

where ¢ = ¢(x,t), z,t € R, and «, 3,0, are positive constants. This equation has been used to
solve problems in optics [6], oceanography. Observe that when we take in the HE the parameters
a=7=0and 8 =1 we are reduced to the Nonlinear Schrédinger equation (NLSE) (2).

(2) O + 021 + AY*y = 0,

where ¢ = ¢(z,t), x,t € R, and A € R is a fixed constant. Moreover the choice 5 = 0 = 0,
a =7 =1 and ¥ a real function give us the mKdV .

(3) Ot + gt + 20, = 0,
where ¢ = ¢(z,t), z,t € R.

Recently, Hirota equation has been used to describe different wave phenomena, and certain re-
sults obtained in [I] show that the Hirota equation, being a modified version of Nonlinear Shrodinger
equation, gives more accurate descriptions of phenomena in oceans, particularly, rogue waves [5]. In
this research presented by A. Ankiewicz, M. Soto-Crespo and N. Akhmediev the goal was to find ex-
plicit shapes for the lower-order solutions. They concluded that modified Darboux transformation
methods help to find rational solutions of lower orders, moreover, numerical analysis showed that
second order rational solution is a good approximation of a rogue wave produced by Hirota equation.

Other results were obtained in [4]. In their research rogue waves phenomena is studied with the
Hirota system, which consists of two coupled Hirota equations. They try to connect rogue waves
with modulation instability and support it by examining the connection with numerical simulations.

In most papers Hirota equation appears with specific relation between constants, the most com-
mon is § = 24 and a = 67. However, in [10], R. Hirota, after whom the equation is named,
proposed the most general form of the equation, considering coefficients as constants from real
numbers space. In our paper we also use the most general case of Hirota equation, allowing coeffi-
cients to be positive constants.

Let us introduce the Wigner function (eq. (5))), which was introduced in [I1], that we use to
transform the Hirota equation into the Wigner-Hirota equation . It is important to empha-
size that the latter equation represents an alternative description of the problem that is formally
equivalent to the Hirota equation. This is in the Wigner function framework, which is widely used
in optics to study the Linear Schrédinger equation. Thus, wave function approach and Wigner
function approach are equivalent.

In order to perform the Penrose instability analysis, as a next step we propose the ansatz for the

equations as follows:
Wz, k,t) :=Wy(k) + cel(Kz—Qt)

Thus, the ansatz consists of the single variable function Wy(k), which is a solution to Wigner-
Hirota equation, and oscillatory perturbation with parameters 2 and K. The idea of the Penrose
instability analysis is to find interval for K € R such that Im(§) > 0, since then e~*¥ is a positive
exponential, which allows the solution to diverge as ¢ — oo, and this is what we mean by instability
in our paper. This approach was introduced by O. Penrose in [12] in 1960.

As we insert the above ansatz to the equation we seek to find a relation between Wy (k), Q and K
such that it is a solution to Wigner-Hirota equation. In order to simplify the problem, we linearize
in ¢, assuming that ¢ is small enough, and this results in the dispersion relation .
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Similar procedure was used to study the instability in the NLSE in the paper [9] by B. Hall, M.
Lisak, D. Anderson, R. Fedele, V. Semenov. They propose two different spectra for Wy(k):

(1) Wo(k) = 125(k), which is Dirac delta function for some constant 1.

2

(2) Wo(k) = % kffpg, the so called Landau damping function for some constant 159 and pg > 0.
0

Both spectra represent different physical situations: The first spectra (1) is extensively used in the

standard instability analysis and corresponds to a free plane wave, whereas the second spectra (2)

can be interpreted as a the solution characterized by the Landau damping, where py determines

the strength of the damping.

Each spectra was inserted into the above mentioned dispersion relation resulting in an explicit
relation between © and K. Similar work for NLSE was also done in [3] by A. Athanassoulis, G.
Athanassoulis and T. Sapsis.

In our paper, we perform a similar analysis on Hirota equation. As Hirota equation is a higher
order NLSE with additional nonlinearity we expect a more involved and interesting result.

So, for Dirac delta functional, we obtain an improved expression for €2 (eq. ), which we also
call as instability growth rate

_ 02 1/2 aiK
Q_ZBKQ(W;@{—Q — K3+ ;bsr .

However, the Im(f2), which is the unstable part, is absolutely the same as in the NLSE case.
We focus on Im(€2), because from this we can find the instability interval for K, which is the main
goal of our project. Thus, for the Dirac delta functional, instability interval for K is the following:

vt [0
w8 w]'

In order to compare Wigner function approach with the wave function approach, we tried to
work directly with Hirota equation. However, we obtained a highly nonlinear equation (see ),
which cannot be solved explicitly. While in the Wigner function approach we arrived at quadratic
equation in €2 (see ([19))), solution of which is trivial.

For Landau damping function, as a first step we consider the simpler Hirota equation with v = 0
(see Subsection 3.2). The case v # 0 is discussed in Section 5. Now, the instability growth rate €2

Oﬁpo 77/}(%
TBK?2

0=

+ 2ipoSK + ZBKQ\/ (0 —ipocr) — 1.

In order to find the instability interval for K, we again impose Im(£2) > 0. However, in this
expression we do not see the I'm() clearly. Thus, using the method of polar representation of
complex numbers we find that (see Theorem 3.9):

20 1/;2a 2 29 wQa 2
0 0 0 0
KE[‘M*(W % M*(w) sl

In the case of NLSE (when oo = 0 ), the interval for K is:

|-
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If we look at the instability intervals for K, in the case of Dirac delta function, Hirota equation
is the same as NLSE. Thus, approximation with Dirac delta function does not show the influence
of highly nonlinear term with «, whereas Landau damping function shows the role of this nonlinear
term with o. This means that Landau damping function is a better approximation than Dirac delta
function, as nonlinearity with « shows its influence only when we use Landau damping function.
See more details in Section 4.

Moreover, our future plans (see Section 5 for more details) are to deal with v # 0 case with
Landau damping function and to investigate the emergence of rogue waves.
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2. WIGNER DESCRIPTION

In this section our main goal is to apply the Wigner function to the Hirota equation. To do so,
we firstly state Lemma 2.1, Lemma 2.2 and Lemma 2.3, which will be helpful to apply the trans-
formation. Then, in Proposition 2.4 we use these lemmas to finally find the Wigner-Hirota equation.

The Fourier transform [8, p. 213] for an integrable function w on R is defined by

(4) u() := / e %%y (x)dx.
R
The Wigner function of two functions u,v : R x (0, 00) — C is defined by

— —iky Y N\olr_ Y
(5) Wlu,v](x, k,t) : /Re u<x—|—2,t)v<:n 2,t)d,y, z,keR, t>0.
Lemma 2.1. For functions u,v : R x (0,00) — C we have that
1
(6) Wiu,v] = Wlv,u] and W0yu,v] = (zk + §3m>W[u,v].

Proof. We have that

Wiv,u] = / e~ kyy(z + g,t)ﬂ(x - %,t)dy = / ek (z — %, tHv(z + %, t)dy
R —00

/ e~ Mu(x + %,t)@(x - %,t)dy = Wlu,v].
Moreover, note that
0 Wu,v] = W[0pu,v] — 2Wu, 0yv] = W|[0yu, v] + 2W[0yu, v] — 2(ik) W [u, v]
= W[0yu, v] + W[dyu,v] — 2(ik)Wu, v]
= 2W[0zu,v] — 2(ik)Wu, v],

which implies the second identity.

O
Lemma 2.2. Foru:R x (0,00) — C and V : R x (0,00) — R we have that
WV, u] £ Wiu, Va] = // Wf x—ir—t)iV(a:——t))d
(7) X Wlu,u](z, k — A t) dA.

Proof. Let’s use definition of the Wigner function and the following property of the Fourier trans-
form (see for example [8, Property 8, p. 223|)

Q Fo(e) = 5-F 31,

where * refers to the standard convolution, which is defined as

f gl l/fx—
We obtain that

WVu,u] £ Wu, Vu] = / e~ MV (z + %,t)u(x + %,t)ﬂ(m — = t)dy
R

+ /R e Ry (z + % )V (x — g tya(z — %,t)dy
_ /Re—“fy[wx + 40V Lo+ L a2 ody
= ([V(:c + é,t) +V(x— é,t)}u(m + é,t)ﬂ(a: - i,t))A(k)

! (V(a: + =

== DEV(@—5.0)" (ulz+ 5,0 — 5,1)" (k)

2’
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1 / oMy [V(z+ %J) +V(x— %,t)]dy / e~ RNy (z + %)ﬁ(m - %)dy dA
R

1 ‘
- / / MV + L) £ V(e — L 6)]dy x Wi, u)(z, k — A, t)dA.
2 R JR 2 2
g
Lemma 2.3. For function u : R x (0,00) — C we observe that
() / Wi, ] (2, k, £)dk = 2 u(z, 1)
R
Proof. By we have that
/ / e~ Mu(x +y/2,t)u(x — y/2,t)dkdy
R JR
= / u(z +y/2,t)u(zx —y/2,t)/ e~ M dkdy
R R
—2r [ ulw /2, e - y/205(0)dy
R
= 21u(x, t)a(z, t) = 2m|u(z, t)[
0

Finally, we can apply the Wigner function to the Hirota equation using lemmas stated above
and obtain a new PDE in the proposition below.

Proposition 2.4. Let u be a solution of the Hirota equation and W := Wlu,u]. Then, we
obtain Wigner-Hirota equation for W (z, k,t)

1
oW = ( — 28k + 3%2) W — 37 W

+;ﬂ/R/R(m—m(k—»)e—w{z(az+Z,t)—Z(x—g,t)}dyW(x,k—A,t)dA

_a —ily Y _Y _
(10) 47T/R/Re {Z(:c+ 2,t) —|—Z<x Q,t)}dyaxI/V(x,k A, t)dA
with
(11) Z(x,t) := 1/ W (z, k,t) dk.
27T R

Proof. We have that
8tW[U, 'LL] = W[@tu, U] + W[U, 875U]
= W[—alu*0pu + iB0%u — v03u + i0|ul*u, u]
+ Wu, —alul?0pu + if0%u — yO2u + i6|u|*u]
- —a(W[|u|28xu,u] + W, |u|281u])
+ip (W[@iu, u] — Wi, Ba%u])
- W(W[ai’u, u] + Wiy, (")ifu])
+ w(wuu\?u, ] — Wi, |uy2u]).
We treat each term separately. Using @ repeatedly we deduce
W([02u, u] — Wu, d*u] = W[0%u, u] — W[02u, u]

= (ik + %833)2W[u, o~ (—ik+ ;axfm

- [(zk + %ax)Q - (— ik + %896)2}1/[/[%%]



PENROSE INSTABILITY ANALYSIS IN THE HIROTA EQUATION

— 4(ik) (%8;,;)W[u, u] = 2k 0, Wu, l,

and similarly,
W03, u] + Wu, 93u) = W[03u, u] + W[03u, u]
= [ ik + = L x)g + (— ik + %&;)ﬂW[u,u]
o (i) (i) o
( 3k20, + aﬁ) [, ).

On the other hand, an application of . taken with V = |u|?, give us

=50 [ [P {luta+u/2.08 = fute /2.0 dy
x Wlu,u](z, k — X\, t) dX

_17T/R/ReiAy{z(m+y/2,t)—Z(x—y/Q,t)}dy

X Wlu,u](z, k — A\ t) dA,

Wlulu, u] = W, [uf*u]

where

1
Z(:’Ua t) = o / W[ua U](LB7 ka t) dk = ’U(l’, t)|2
2T R
and we used the marginal property @

On the other hand, we can also write

W|u|?0pu, u] + Wu, |u|>0,u)

= [+ L) [ o+ Lot (e~ Lot
e 3 e B (e )
Here, by Fourier transform definition (@) the above expression becomes
(|ue+ 20 ouu(e+ L) a(e—2.0)) 0
(=50 oo 1) 0

Applying Fourier transform property (8§]) we obtain

L(fu(e+ L) (o + Loy a(a - L)) 0

2

(- 5 (e ) as(e- 3. 0

Agam by (4] . ) the above is transformed into

// My x—i—t)‘dy/ SN (u(+ L) (e - Lot )dyan

2 2

e S lfas(e—ams

Here, by Fubini’s theorem [I3], pp 164-165] and Wigner function definition (5) we simplify further

L —iAy y ? —

71_/R/Re ‘u(m+2,t)‘ dy W(0gu, u)(z, k — X, t)dA
1 —i\y _ Y ‘2 1174 _
2W/R/Re ’u(m 2,t) dy Wu, Ozul(x, k — X, t)dA.
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Using properties from Lemma 2.1 @ we find that

1 . 2
[ bt
2 R JR 2

1
X (z’(k: N+ 5ayc)W[u, u](z, k — A, t)d\
1 —idy _Y ‘2
+27T/R/Re ’u(m 2,t) dy
_ 1
x ( —i(k—\) + 5aI)W[u,u](a;, k— A t)dA.
Using we have that

1 —iAy )
= Z( —,t)d
27r/R/Re Tyt

< (ilk =) + %81>W[u, (@, k — A, £)dA

1 IAY Yy
- Z( ——,t)d
+27T/R/Re tTpt)Y

1
x ( (k=) + iaw)W[u,u](x, k— A )dA.
Collect the terms with W{u,u] and 0, W [u, u] separately to obtain the following

217T/R/Rz'(k—)\)e—i>\y{z<x+g,t> — 2w = 5.t) } dy Wluul (o, k = A t)dx

+ ;/R/Re_iw {Z(:p—{— %,t) —|—Z<:L' - g,t)}dyaxW[u, ul(z, k — A\ t)dA.

In conclusion, calling W (z, k,t) := Wu,ul(z, k,t), by summing up all the obtained terms, we
arrive at

oW = ( — 2Bk + 3714:2) O W — iw W

+217T/R/R<z’9—z’a(k—>\))eMy{Z(w—kg,t)—Z(x—g,t)}dyW(x,k—)\,t)d)\

_iéée—iky{z(ﬁg,t) —|—Z(x—%,t)}dy@zW(m,k—)\,t)d)\

it 1
Z(x,t) (= — Wiz, k., t)dk
(7) 2/ (77) b

as we wanted.
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3. PENROSE INSTABILITY ANALYSIS

In this section we aim to perform Penrose instability analysis. The idea of the Penrose instability
analysis in our paper is as follows: we aim to find instability intervals for K, such that Im(€2) > 0,
since for these conditions our ansatz, which we introduce in Proposition 3.1, diverges, as t — oc.
In other words, oscillations grow exponentially and waves get bigger as time passes, so that the
amplitude of the wave goes to co as t — oo.

Thus, we follow the process:

e Propose and insert a general ansatz Wy(k) to the Wigner-Hirota equation linearizing in ¢,
which results in a dispersion relation (see Proposition 3.1).

e Insert the Dirac delta function Wy(k) = 135(k) into the dispersion relation, find explicit
formula for instability growth rate Q and then find instability intervals for K (see Theorem
3.2).

e Show why Wigner function is better method than directly working with Hirota equation
(see Remark 3.3).

2
e Then we insert Landau damping function Wy(k) = % kz’jSPQ
0

(with v = 0) and as before we seek for Q and instability interval for K (see Theorem 3.9).

into the dispersion relation

So, in the proposition below we suggest an ansatz for Wigner-Hirota equation in such a way that
Wo(k) is a solution that we begin with and the rest is a plane wave perturbation. We assume that
¢ is small enough so €2 can be neglected, allowing the ansatz to approximate the solution of the
equation.

Proposition 3.1. If we introduce the ansatz as

(12) Wz, k,t) = (Wo(k) + ae“Kx*m)),

mn equation and linearize in €, then we obtain the dispersion relation:

13

(1 J)r 1 [ (ak —0)(Wo(k + K/2) — Wo(k — K/2)) + o (Wo(k + K/2) + Wy(k — K/2)) de—o.
21 Jg Q+ Iy K3 — LaKyd + (— 28k + 37k2) K

Proof. Let’s introduce bounds for k in such a way that the ansatz is now:

(14) Wz, k,t) = (Wo(k) +eei<Kﬂf*m>>1[,M,M}(k)

Substituting in we get, for —M <k < M,

A . 1 A
—ie QK= ( — 2Bk + 3'}”62)2'6 K (Ke=0t) 4 1) ie K3 el (Kz=0t)

-l—;TF/R/R(i@—ia(k:—)\))e_“‘y{Z<x+g,t)—Z(x—'é,t)}dy

X (Wo(k A +e ei(K“”_Qt))d)\

—;z’sKei(Kx_m)/R/Re_i’\y{Z(QHLth>+Z<x_g’t)}dyd)"

1 M M .
Z(z,t) = > /MWO(k) dk + ?8 pi(Ka—Qt)

where

and we define u
YR = / Wo (k) dk.
-M
Linearizing in €, one gets

—0-= (—Qﬂk+37k2>K+ivK3
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+ ]\:;/R (0 ate-){ /R e sin (?) dy } Wo(k — A)dx

1

In order to show the above, we need further properties
(16) / / e N dyd\ = 27r/ S(\)d\ = 2m,
R JR R

as stated in [2, p. 86]. Moreover,

1 . K
Z(x+4t) = Z(w - 2,t) = —ieame M gin (21,
2 2') T x 2

/Re—w sin (?) dy = ir (s (A + g) ~o(r- g))

and
% /R (0 atk-){ /Rei)\y sin <I;y> dy b Wo(k — \)dA
= % /R (0 —a(k—=N)ir(6(A + K/2) =6 (A = K/2)) Wo(k — X)dX
_ M (0 — ok — X)) (6N + K/2) — 6(A — K/2))Wo(k — \)dA
T JR

— ]\:/R (k=) = 0) (6(A+ K/2) — (A — K/2))Wo(k — \)dA

= %(a(k +K/2) = 0)Wo(k + K/2) — %(a(k — K/2) — 0)Wo(k — K/2)
M aK

_ %(ak — ) (Wolk + K/2) — Wolk — K/2)) + — % (Wolk + K/2) + Wo(k — K/2)).

Finally, integrating in we get
1 M (ak—0)(Wo(k+ K/2) — Wo(k — K/2)) + a& (Wo(k + K/2) + Wo(k — K/2))

14+ — dk = 0.
2m J s Q+ 7 K3 — s-aKy3 + (- 2Bk 4 37k?) K
Therefore, letting M — oo, we conclude . O

In particular, when @ =~ =0, 8 = 3’/2 we recover the dispersion relation for NLSE

0 Wo(k‘%—?)—Wo(k‘—g{)
/ dk = 0.
R

2 BkK —Q
which was established in [9, eq. (10)].

1+

3.1. Dirac delta. In this subsection we suggest that Wy(k) = ¥25(k) in and find a relation
between Q and K. Also, we look for instability interval for K such that Im(2) > 0, which
guarantees the instability of the solution W (z, k,t) in (12).

Theorem 3.2. If we start with the solution for Hirota equation

bt =

then we have that

(17) W, ] (k) = 15 6 (k).
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Moreover, after inserting this into dispersion relation (13|), we obtain the instability growth rate for
Q
2 2
0 ai K
TRK?2 2

Furthermore, modulation instability is experienced when K s in the interval:
K c — %’ % .
w3\ 7B
Proof. So, let us prove by using the definition of the Wigner function

W, (k) = /R Y Y (x+ y/2,0) o — y/2.8) dy

_ / e iky Yo ei6¢gt Yo e—z‘ewgt dy
R V2T V2T

(18) 0= iBKQ( - 1)1/2 — VK

= 130 (k).
Now, introducing in , we obtain the following relation

dk = 0.

- 3 / (ak — 0)[0(k + K/2) — 6(k — K/2)] + aK/2[6(k + K/2) + 0(k — K/2)]
21 Jg Q+yK3/4 — adK /21 + (—28k + 37k K

Separating integral into two parts, each containing a delta function will lead us to

1+¢(2)/[ O(k+ K/2)[ak — 0+ aK /2] ]
2r Jr LQ+yK3/4 — aydK /21 + (—28k + 37k?)K

_wg/[ Sk — K/2)[ak — 0 — aK/2) ]dkzO

2 Jr LQ +yK3/4 — oK /21 + (—28k + 37k K '

Using , we obtain

W3 [ 0 0

14+ 2 ~0
+ 27 Q+~vK3 + BK?2 — a3 K /27 + Q+ K3 — BK?2 — a3 K /27

By simple algebraic operation we have that

208K? 27
(Q+ K3 — a2K /21 + BK2)(Q + 7K — aydK /2 — BK2) 42
K> T
(Q+7K® — aggK/2m)2 — (BK2)? ¢’
(19) (OBK*y5)/m = —(Q+vK® — apg K /2m)* + (BK?)?,

Q-+ 7K? — afK [2m = [ (BK2)2 — (08K 203)/m,
L4 )1/ 2 3 oK
—1 —vK —_—
TBK?2 RS 2
So, we obtained a relation for ), which we call instability growth rate.
Further, to find instability interval for K, we impose I'm(€2) > 0, which guarantees unstable

waves. In order to satisfy this condition, we need to have the expression under the squared root to
be positive, that is,

0= ii6K2<

Y50
—1
TBK? >0,
which implies
el [l [usb
73\ ©B
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In particular, when o = = 0 and 8 = /2, we obtain a similar relation as in [9] eq. 9]

Let us find the instability growth rate working directly with the Hirota equation. In order
to do that, insert the following ansatz in

2

\/7

Linearizing in e, we claim that a highly nonlinear equation in €2 will be obtained

(20) . A N apf K _ BK? 4 K3 + 095 " %e—meeziRe(Q)t —o.
27 27 T 27
Indeed, let’s verify . by inserting the ansatz directly to Hirota equation.

Note that we linearize in €, as before. So, all the higher order terms in € we do not consider.
Firstly, simplify the term [|? as
Y =y *y
_ 1/)0 zow + tho z%t i(Kx—Qt) Yo efz%t 81/)0 71itefz(Kx Qt)
vV 271' V2 V2T V2T

¢0 + 51/}0 72 (Kz—Qt) _i_%ei(Kmet).
Y 27r 2w

Now, let us calculate all the needed partial derivatives of 1 (z, t):

—F——€

21/ 21 V2m

€0 %y )
axw — Z Z 'l xr—
N

)

s 3 2 w
A = 297#0 i w Z.é'wo (% . Q)e S22t z(K:c Qt)

2
/ 7T J
an— —ZK3 etho z—t z(Kx Qt)
Var

aQw _ _p2t% etho i— i Kz—Qt)

Moreover, the remaining terms of the Hirota equation are given by

W3, evs o~ i(Kz—0t) s i(Kx—Qt) €0 0, i(Kx—Qt)
) 70 4, =70 %o )20 i
|/lz)| xw < 27‘( 27-(- e 7 2 e’ 2 (&

3
. € oug Kz—Q
—jK—70 wO ot z( x—Qt)

2/ 21 ’

wO wO —z(Kz Qt) 6w0 Z(Kz Qt) ¢0 zew €¢8 i ”%t z(Kr Qt)
|1’Z)| ¢ ( 2 2 2w 2T 2T\ 27

3 911, 3 92 3
e OUh g e oug,
Vi _ Yo gl 0 igltyilKe—Qt) | Y0 imght —i(Ke—0t)

B 2w/ 27 ™ 2T 27/ 27

Finally, collecting all the terms with corresponding coefficients, we obtain a relation:

09 ei%t_ tho (9% +Q>€ Wiy i(Ke—qr) _ g Y0 e i g, Gi(Ka—t)
2w/ 2 V2 \ 2w 2w/ 2m
e -L(Q)t (K 2—Qt) 3 €0 i%t i(Kz—Qt)
— BK?—Letan Ll + K’ ——¢'2r ‘e

2 2
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O3 o0vd evd v, e
1/}0 €Zwt+ 1/}0 ez?tez(Kx—Qt)_i_ 1/)0

2/ 21 T 21 2w/ 21

g o
el te {(Kx—Qt) —0.

Cancelling the term ee’2r tei5K2=2) e conclude:

0. @bj N g K _ BK? 4 K3+ % n %e—%me%Re(Q)t —0,
2 2 T 2

as we claimed.

Remark 3.3. The equation that we obtain here is highly nonlinear in €, so we cannot find
explicitly. However, if we use the Wigner function, as we did before, we only deal with the quadratic
nonlinear equation , where it is trivial to find Q. This justifies the use of the Wigner function
over an option of working directly with Hirota equation.

3.2. Landau damping. As a first step to deal with the Landau damping function, for simplicity
let us work with Hirota equation with v = 0. In this subsection we aim to find instability growth
rate for 2 and instability intervals for K. In order to do so, we follow the involved process:

e Firstly, we show that a solution to Hirota equation under the Wigner function is a Landau
damping function in Lemma 3.4.

e Then, we insert the Landau damping function into the dispersion relation , where vy =0
(see (21)).

e Further, in Lemma 3.5 we showed that we need to use Cauchy Residue’s Theorem to solve
the integral in (21)).

e After that, Proposition 3.6 gives the instability growth rate for 2 in the case K < 0.

e To find instability interval for K < 0 we used Proposition 3.7.

e Finally, Lemma 3.8 shows the symmetry in the instability interval for K > 0, thus we
obtained the whole interval for K. In the end we state all the results in a Theorem 3.9

In the lemma below we again start with a solution of Hirota equation and transform via Wigner
definition. Note that in contrast with the Dirac delta case the solution also depends on the z-
variable.

Lemma 3.4. Let 1 be the incoherent wave and define it as:

W, t) = Yo_io % ttig(a)
T Vor

9

where ¢ is chosen in such a way that

V(@ +y/2,)P(x — y/2,t) = e P,
for some pg > 0 and Y € R, as it was suggested in |9, eq. (12)|. Then the Wigner function of this
wave is the Landau damping function

v po

Proof. Observe that

W] (k) = /R Y (@ + /2, 0 — /2, D)dy

2
_ / e~ tky W)O’efpg\mdy
R

2T

2
— %/e—ik’y—poyldy
2w R

_ 27(;(/ e~ tky+poy dy—i—/o e—zky—poydy>

—00
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2 0 )
— %(/ ey (Po—ik) dy+/ e~ V(po+ik) dy)

B 2m —00 0
201 1
R T
2w \pg — ik  po + ik
_ 1/178 Po
T k2+p3
O
The dispersion relation with v = 0 is given by
1 — K/2 K/2 K/2 — - K/2
(21) 1+/(ak 0+ aK/2)Wy(k + /)2+(a /2 — ak + 0)Wy(k /)dkzo.
21 g QO — aKyg/2m — 28Kk
We insert a Landau damping function and obtain
212 Jp Q — aKy3/2m — 28Kk -
After simple algebraic manipulations we get
(22)
14 o ak? — 20k — a(pf + K?/4) dk— 0
4m2 Ju (k= C) (k= (ipo + 5)) (k = (ipo = 5)) (k= (= ipo + %)) (k= (= ipo = 7)) ’
— 9 _ovg
where C := 53K — 15r

In the Lemma below, we state the Cauchy Residue theorem can be used to solve the above
intergal.

Lemma 3.5. Let C € C such that Im(C) < 0 and define f as

(23) (k) = ak? — 20k — a(p3 + K?/4)

(5= C) (b= (o ) 0k — (ipo— 50 (b — (—ibo + K (o= (—ipo— 5"

Then we get

/Rf(k)dk = 271 [Res(f, ipo + %) + Res(f,ipo — g)]

Proof. In the Figure [1| we have the contour in the counterclockwise direction as 'y = I'}, UT'%,
where I'k is half of the circle centered at (0,0) with radius R and I'% is a line from (—R,0) to
(R,0). Observe that

(24) [ fepas = /F ROUE /F 1)z

Also, by the Cauchy Residue theorem in |7, Theorem on p. 235| we have that
f(z)dz = 2m1 [Res(f, 1po + E) + Res(f, ipo — 5)] .
'r

In order to find desired integral from , we consider each integral from (24) separately. Let
us consider the absolute value of the integral along the curve I'l, where |z| = R and Im(z) > 0.

/ az? — 20z — a(p3 + K?/4)

0 G- )= (m+ 5= o= 5N G (—im+ )= (—im - 5))
</ alz[® +20]2| + a(pf + K*/4)
~ Uy 2= Cllz = (ipo + 3)|[2 = (iro — 5)||z = (—ipo+ ) [[2 = (= ipo — 5)
</ aR? +20R + a(pt + K?/4)

= o, B=C) R lpo+ ) (B~ (o~ 5N (R~ (—im+ 5) (R~ (—imo— 5))

dz

dz

dz
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B aR? 4+ 20R + a(p? + K?/4) /
(R=C)(R = (iro+ %)) (B= (ipo = 5)) (R= (= ipo+ %)) (R— (—ipo — 3)) Jry
B TR(aR? + 20R + a(pd + K*/4))
(R —1C) (R = [ipo+ %[) (R = |iro = 5 [) (R = [ = ipo + %) (R = | = ipo — 5)
Taking the limit of the above expression as R — oo, we find that the integral in F}% is 0.

Now, we have that
im [ f(2)ds = / F(k)dk
R—o0 1"% R

dz

Therefore, we conclude

/Rf(k)dk: = 271 [Res(f, ipo + %) + Res(f,ipo — g)]

as required.

*9

I
=
\
X

*9 —Po+ *3

FIGURE 1. Poles of the function f(k).
U

In the proposition below we find €2 for K < 0. So, in general, we solve the contour integral using

the Cauchy Residue theorem.

Proposition 3.6. If we insert Wy(k) = 7/;0 k;’_’f > into ([22)), then for K < 0 we obtain the instability

growth rate:

2
(25) 0= O“/Jo + 2ipoSK + 25K2\/7Tg§(2 (0 —ippar) — 1.

Proof. As we showed in Lemma 3.5,
/ f(k)dk = 2mi [Res(f, ipo + 5) + Res(f,ipo — 5)]
R
Thus, we need to find the residues separately. So,

. K 2_ . K\ 2 ﬁ
Res(f,ipo + 5) = a(zp0'+ 2)K 20(”?047 2) .a(p0+ r)
2 (ipo + &5 — C) K (2ipo) (2ipo + K)
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a(2ipo + K)° — 80 (ipo + &) — da(pd + £
(2ipo + K — 2C)2K (2ipo) (2ipo + K)
o — 4p3 + K% + 4ipoK ) — 8ipof — 49K — 4ap} — aK?
(2ipo + K — 2C)2K (2ipo) (2ipo + K)
_ —8ap} + dippaK — Bippl — 40K
- (2ipo + K — 2C)2K (2ipo) (2ipy + K)

_ dipoa(2ipo + K) — 40(2ipy + K)
(2ipy + K — 2C)4ipo K (2ipy + K)

B ipoa — 0
-~ (2ipo + K —20)ipoK’

5) o+ )

and
K, alipo—E)* —20(ipy - &
Res(f,ipy — —) =
es(fyipo — 5) (ipo — & = C) (= K) (2ipo) (2ipo — K)
(Qipo — K)2 — 80(21)0 — —) — 4a(p0 + Kz)
(2ipo — K — 2C)2K (2ipo) (2ipo — K)

a( —4pt + K2 - 47jp0K) — 8ipof + 40K — dap3 — a K>
(2ipo — K — 2C)2K (2ipo) (2ipo — K)
dipgaK — 8ipph + 40 K

_ —8ap% —
~ (2ipy — K — 2C)2K (2ipo) (2ipo — K)
_ dipoa(2ipy — K) — 46(2ipy — K)
~ (2ipo — K —20)4ipoK (2ipy — K)
B ipoar — 0
 (2ipo — K —20)ip K’
Then yields that
%po ipoa — 0 3 ipoc — 0
21}?0 + K — 2C)Zp0K <2ip0 - K- QC)Zp()K
wozpo ipoc — 0 ipoa — 0
271'5 (2ipy + K — 2C)zp0K (2ipg — K — 2C)ipo K
_ 1poQr — ipga — 6
B QWBK (2ipo + K — 2C) (2ipg — K — 20)
14 2ipoaK + 20K
27rﬁK (2ipg — 2C + K)(2ipg — 2C — K)
1/10 ipoar — 0 _
3\ 4C? — 8ipyC — K2 — 4p3
Thus, we arrive at a simple quadratic equation in terms of C
K? ap 05
2 . 2 0, 0
-2 - — —p5— — — =0.
C ZpoC 1 Do e 5 + e 5
8 p= Z‘?wg and ¢ := 47%%, SO

Q ap? . .
we further introduce the notations a := BR

Since C = 267 — W’
the above equation becomes

a® 4 b* — 2ab — 2ipg(a — b) — K2 /4 — p3 = ipob — c

—1{2/4—11)8—1—0:07

a® — a(2b + 2ipy) + b* + ipob
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which we will solve in the variable a.
By the method of discriminant, we find the following

D = (2b + 2ipg)? — 4b2 — dipob + K2 + p? — 4C
= 4ipgh + K? — 4C

Thus,

apt K| 42 )
= + 0 — —1.
a 153 +ipyti 5 WﬁKQ( ipoev)

Now substitute back a = QBLK and obtain the following relation

BK ~ 2788 TBK?
which implies . O

In Proposition 3.6, we obtained an explicit expression for 2; however, we cannot clearly see what
is its imaginary part. Proposition 3.7 shows the analysis, which explains how to find explicitly the
imaginary part of Q for K < 0.

Q 2 2
& avp + 2ipg & ZK\/ %o (6 —ipocr) — 1,

Proposition 3.7. If in Im(Q2) > 0, we obtain the instability interval for K <0
w3 (via\?
Ke | —/— ) —4p? 0],
[ \/Wﬁ * 4mf3 Po -
Proof. In we have complex expression under the square root

W
(26) WBKQ(G ipoar) — 1,

which we need to rewrite in the form A 4+ iB.

In order to bring the to this shape, we need to use polar representation of complex numbers.

Thus. defi ._L@_l db'——L‘% Th
us, define a := 7BEK? an = WBKQpOa. en

b
Va+bi = \/?cos%+i\/7jsin% ,  where y = arctan — and r = \/a? + b2.
a

If we substitute the obtained trigonometric combination into (25 we get

apdK
2
which can be rewritten as

Q:

+ 2ipoBK + iBK2 (/7 cos g +iy/Tsin %),

K
27

Q=

+ BK2\/77sin% + i<2p0ﬂK + BK2\/F cos g)
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Since

ImQ = 2poBK + BK2\/r cos g

then we are interested in the expression /r cos 4.

Let p € [0,27] and

2
b ﬂngpoa
—=
“ W;Z}K29_ 1

We have two cases a > 0 and a < 0, in which b < 0 always.

Case 1: a <0, then K2 > andKe( 00, \/ﬁi;].

We have that u € [r,37/2], and /2 € [7/2,3mw/4]. Therefore, recalling that
r=+va?+ b2,

w 1+ cosw
CoS — =\ ——F——
2 2 ’

1

cos(arctanb/a) = £ ————,

+ (b/a)?
We continue with the above mentioned cos term as

— _ g T_‘a__fw/r—]a \/ since a < 0.
r

Thus,

2
Im(Q) = :N:Bj;\/r +a+2pyfK = 5K(:I:\I/(§\/T+a+ 2po) > 0.

Since, K < 0, then we must have %\/7‘ +a+2py <0

K
75 \/a2+bz+a<—2p0,

2
ER
Substituting back expressions for a and b we obtain

2 2 2 29
8p2 < K2<\/(Wg;(2)292 +1- 2(ﬂ§§(2)9+ (ng;(g)zp%a2 + 7523(2 - 1)

Vol s 2080 1n . V050 Y60 g
%52”{ B

a? + b2+ a) > 4p?.

Then, we have the following inequality:

g0 56° 2430 Vs
8pg + K* — % < Wgﬁz + K4~ W% K2+ 2g2pg
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20\?% o2 20h20 i

2 K2 _ U5 0 K4 29072 Y0 2

(st e a2 - 200) < a2 i
2 2 2 4 2 4

4 1!)09 2 2 7/’0‘9 2 wO 4 ¢00 2 wO 2 2

K + (5 — 8p0> — 2K (/8 — po) < 71_252 + K — WK + 7T2B2p0a y
Y50 Y5

64pg — 16 Oﬁp + 16 K2%p2 < 2%2 pia’,

¢ 4 2
64pt — 162~ + 16K* <

T 2527
2 4.2
16K < 16%; + ¢g§2 — 64p3,
B (1) -

00 , (v5o\?
K>_\/7TB+<47T,8> —4p(2).

Initially, we had that K € (—oo, —/%27].

Combining this with the above result, we have an interval for K < 0
¥g0 (%a) TR A

Ke |- + —4ps = —= |-

[ \/ mp3 473 0 w3

Case 2: a > 0, then K2 < 07 and then K € [ \/%29,0].

We have that u € [37/2,27], and /2 € [37/4, 7]

L /1 + cos it T 1 \/7 [ a
\/77“cos2 VT 5 \/g\/ + T (b2 ba)2 5 + ;

\/> r+lal :——\/r+|a \/ since a > 0.

Thus,

2
Im(Q) = iﬁj;\/r +a+2poSK = 5K(j:f/(§\/r +a+2py) >0,

which is exactly the same as in Case 1, therefore, the computations are the same, which leads us

to the expression
¢89 71’%0‘ ? 2
K> —\— —— | —4ps.
\/ﬂ'ﬂ + 47 Po

However, in this case we had that K € [—4/ ﬁie, 0].

Combining this with the above result, we obtain another interval for K < 0

[v30
K e [— =B ,0].
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Summing up both cases a < 0 and a > 0, we finally obtain the full interval for K < 0
71139 @D%a 2 2
K -\ —= — | —4 .
€ [ \/ 3 + 1B g 50

This lemma below is quite useful, which allows us to skip previous computation for K > 0. It
shows that instability interval is symmetric around 0.

Lemma 3.8. Let K > 0. If Im(§2) > 0, then the instability interval for K is written as
wSH 7/)804 ? 2
K 0 — —— | —4p;|.
) [ | \/wﬂ T \amg) 0

9 o
= 3BK 1
We start with Im(C) > 0, which is the second case of the contour integral that we solved above,
and use that Im(C) < 0 is equivalent to Im(C) > 0.
Q oy Re(Q) ZIm(Q) i}
28K  47p 28K 28K 487

Thus Im(C) = _fgbﬁ(g) — 2%_(?())‘

g

Proof. Remember that

6:

Call L = —K, and obtain that Im(C) = 1502

Now, we insert L into the interval that we had for negative K

2
_\/fﬁﬁ‘u(ﬁg) — 4 <L <o,
2

2 2 2
ThenOﬁKg\/W—F(wOa) —4p%.

w5 4

Lemmas 3.4, 3.5 and 3.8 together with Propositions 3.6 and 3.7 imply the theorem below.

Theorem 3.9. If we start with the solution of the Hirota equation

Yo, t) = f;ﬁ“ id(a),

then, with the property that
Wz +y/2,00(x —y/2,t) = e P,

we have )
Wl vl(h) = 2

Moreover, after inserting this into the dispersion relation we obtain the instability interval for

W20 (e’ W20 (PRa\?
e[ () s [ (20) ).
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4. CONCLUSIONS

Our main goal was to find intervals of instability for K in two different spectra:
e Dirac delta function Wy (k) := 135(k), where 1)y is constant.
e Landau damping function Wy (k) := %(2’ k2p+0p3’ where g is constant and pg > 0.
All the analysis was performed for Hirota equation with exception for Landau damping function,
where we let v = 0 for simplicity.

Before we summarize the results, note that Landau damping has a more realistic shape. Both
Landau damping and Dirac delta functions are solutions to Wigner-Hirota equation, and they both
represent the model for a rogue wave phenomena. However, Dirac delta function is not really a
wave, since it is infinity at one point (in our case at the origin) and zero everywhere else. On the
other hand, Landau damping depending on pg shows different phenomena. For example, when pg
is very small, then the shape of the function is similar to a rogue wave, and if py tends to 0, then
Landau damping function is almost the same as Dirac delta function. Though, if py tends to +oo,
then Landau damping is just a straight line on z-axis. Thus, Landau damping function is a better
model of a wave and approximation is expected to be more precise, moreover, if one seeks for a

rogue wave, taking pg small would be enough.

4/\
[\
I
I
[
I
[
/ \
I’ \
R IEN
1/ '\\\
I N
/ \
Y. W
Ry AN
7 TN
—=7 NS
T S~ T

FIGURE 2. Landau damping at pp = 1 (green), pp = 0.5 (blue), pg = 0.25 (red) and

Yo = /T

The obtained intervals for K as mentioned in Theorems and are:

Lieita = [ H @ZJO H 77[)0 ]
20 2.\ 2
ILandau = [ \/71'5 + (Zfog> - 4]93 ) \/qfr()ﬁ + <i(;g> - 4p(2)]

It is surprising that the Dirac delta case annihilates the action of «, which corresponds to a
highly non-linear term in the Hirota equation. However, apriori expected that this a term should
play an important tole in the instability analysis. For these reasons Dirac delta approximation is
not accurate. Furthermore, we see that Landau damping brings us more information about the
instability interval for K. Next, we present different cases.

2 2
. 26 2 20 2
Wm0 IL““d@uZ[ \/ %+ (%) ,\/ﬁw(?ﬁgz) ]
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. 2 o -
(11) pro:gfr—g,then I andau = [_\/ﬁT’ \/%]

2
(Z”) If po > %7 then Irandau € ldeitas

(1v) If pg — 400, then I14ndau = 9.

Thus, in (4), if pg is small, then we have bigger interval of instability.

Also, in case (ii) we have the same interval as in Dirac delta case, which tells us that the behavior

of Dirac delta is equivalent to Landau damping with py = g’ﬂ%.

Moreover, in (iii) for big pp we have smaller interval of instability.
In the last case (iv) we have the empty interval, which means that we observe stability.

In general, this shows that the Landau damping function with Wigner-Hirota equation illustrates
a bigger picture about intervals of instability. Also, note that the Wigner function was useful ap-
proach to solve this problem. Remember that working directly with Hirota equation, even with
the Dirac delta function is struggling (see Remark 3.3), while Landau damping situation would be
much more complicated.

Finally, we state that the obtained results are new and significant for oceanography field in study-
ing rogue wave phenomena. We developed a theory of Penrose instability analysis by performing
it on Hirota equation and working with Landau damping function.



PENROSE INSTABILITY ANALYSIS IN THE HIROTA EQUATION 23

5. FUTURE PLANS

The results that we obtained in this paper are new and significant. However, we have further
plans to continue these investigations. Since for simplicity we did not consider the full Hirota
equation (with - # 0), then this problem is still an open question.

If we undergo the same process as before, i.e. inserting the ansatz with Wy(k) = %3 k;fpg
into the dispersion relation (|13)) and linearizing in £ we could deduce that
- VEKpo / —ak? + 20k + a(pd + K?%/4)
2m% Jr (39KK2 — 28Kk + Q4 9K3/4 - aky/2m) (k- (ipo+ 5 )
1
X dk = 0.

() O e[ O )

Now, this integral is very involved and if we use Cauchy Residue’s theorem, then we will need
to identify the poles, i.e. to say whether they have positive or negative imaginary part. However,
from this expression it is very hard to find out.

Thus, we plan to solve this problem with computer software Mathematica. A different approach
would be to use Taylor expansion in < in order to approximate the above problematic integral.

Another plan for future is to study the emergence of rogue waves in our Hirota setting. In the
paper [3] this aspect was treated for NLSE with Dirac delta function. Our goal is to continue the
same approach and to investigate the rogue wave phenomena both for Dirac delta and Landau
damping functions.
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