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Abstract 

Nowadays, humankind is facing problems with global energy deficiency and global 

warming. During hot periods or in hot climate regions people use traditional cooling methods. 

These methods use energy to cool the whole space and are not energy efficient. To face the 

problem, the application of impinging jets for direct cooling of occupants was proposed. 

Numerical investigations were done in Ansys CFX and thermal comfort was measured by the 

CBE comfort tool. The domain for impinging jets had three jets with the same diameter of 8 

cm. One of the jets was normal to the occupant, while the rest were focused on cooling the 

head, shoulder and waist regions. Results showed that impinging jets can provide thermal 

comfort and are an energy efficient solution that can save 18.3% of energy. 
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Chapter 1 – Introduction 

People must live in comfortable conditions because it impacts an individual's health, 

productivity, mood [1]. Unlike other living organisms, human beings can create comfort 

artificially with technologies' help. According to a study, people spend 90% of their time 

indoors [2].  In buildings, the thermal balance is determined by occupants' density, activity 

levels, latent heat loads, heat exchange between outdoors and indoors, and many other factors. 

The preponderance of some factors results in either overcooling or overheating the space, 

which creates discomfort and negatively impacts the occupant's performance. In spaces with 

poor air quality, deterioration of productivity and sick building syndrome were noticed by 

Seppanen et al. [3]. Tsai et al. [4] and Lan et al. [5] also reported the relationship between 

thermal discomfort and sick building syndrome. 

Accumulated excessive heat and carbon dioxide particles can be taken away by 

delivering fresh cool air. People use passive or active (mechanical) methods for space cooling. 

Natural ventilation, which is a type of passive cooling, is solely driven by wind and buoyancy 

forces, which is considered the simplest way to cool buildings and is used widely. Although 

natural ventilation does not depend on electricity, it is not practical when the outdoor 

temperature and humidity rates are higher than the indoors or when the outdoor air quality is 

poor (dust, unpleasant odors). Noise, privacy, and security concerns cannot be satisfied with 

opening windows and doors, making mechanical ventilation preferred over natural ventilation. 

Mechanical ventilation controls the air humidity, temperature, speed, and contaminants coming 

into the room. Maintaining a comfortable indoor environment with active methods is done by 

cooling the whole space with appliances that require electricity. On hot days or in regions with 

a hot climate, these cooling devices operate non-stop throughout the day. In terms of energy 

consumption, cooling the whole space is not only inefficient but also time-consuming. 

Nowadays, the world is facing an energy crisis and global warming. The building sector 

consumes 40% of total energy and produces 30-40% greenhouse emissions [6]. Between 1990 

and 2016, space cooling's energy consumption tripled and reached 2020 Terawatt-hours (TWh). 

During the same period, the demand for electricity used for space cooling went up from 13% 

to 20% [7]. Predictions done by Santamouris M. show that the need for cooling energy will 

continue to grow and reach 34% in 2050 and 61% in 2100 [8]. According to the statistics of 

the Intergovernmental Panel on Climate Change (IPCC), buildings will generate 14.3 

gigatonnes of CO2 by 2030 [9]. 
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In the modern world, people use commercially available electronic devices such as fans, 

air-conditioners (ACs), evaporative coolers. Among the devices, ACs are the most popular, 

with 2 billion customers worldwide [10]. Until 1955, ACs were rare and owned only by 2% of 

Americans. Due to the country's economic development, 50% of the American population was 

equipped with ACs by 1980 [11]. Many developing countries make up 35% of the people, and 

only 10% have ACs installed. Among developing countries, a noticeable growth is seen in 

Indonesia and India, where the ACs purchase rate increased by 13% and 15%, respectively 

[10].  

With the rise of population and improvements in life quality, the cooling demand will 

only increase. Cooling the whole space with electronic devices requires a tremendous amount 

of energy. Its continuous waste will worsen the current global warming and energy crisis. 

Therefore, more efforts should be made on the creation of alternative cooling methods. 

Impinging jets have been widely investigated due to their high heat transfer ratio. The 

high heat removal rate is achieved due to pressurized airflow coming from the jet nozzle with 

a small diameter. In commerce or industry rapid cooling or heating is important. The 

application of impinging jets includes cooling of turbine blades, drying of wood/paper, cooling 

of a grinding process.  

This work is an effort to see if impinging jets can be used as an energy-efficient 

substitute for space cooling, which will also provide thermal comfort for the occupants. The 

idea is to install impinging jets to the ceiling of a room and cool a person or people solely. 

Smart cameras sticking to the jets will detect the occupants' presence and movement and direct 

the cool air accordingly. Another enhancement is that impinging jets can function continuously 

or intermittently.   
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Chapter 2 – Literature Review 

2.1. Human body thermoregulation and skin temperature 

People are biochemical organisms that require food to maintain life. All the consumed 

food gets digested, and its valuable components get absorbed by cells. Absorbed chemicals 

transform into energy that is needed to keep organs alive and produce new organic material. 

This process is known as metabolism, which constantly generates energy [12]. Some portion 

of the energy is spent or transformed into heat to regulate the body temperature because core 

organs cannot survive in wide temperature ranges. The core body temperature is kept at around 

37°C. Human body thermoregulation is a complicated system regulated by a brain part called 

the hypothalamus [13]. The produced heat by the body is exchanged with the environment 

through convection and radiation or lost by sweat evaporation. 25% of heat is dissipated by 

evaporation and the rest by convection and radiation [14]. Thermal discomfort starts when a 

human cannot dissipate heat to the surrounding because its temperature is higher than the body 

temperature or when the ambient temperature is too cold. Therefore, additional 

thermoregulation mechanisms are triggered to maintain the temperature. These mechanisms 

are sweating, shivering, vasodilatation, and vasoconstriction. The agents are activated when 

ambient temperature changes are sensed by the skin. The production of sweat by skin pores 

allows cooling the body by taking away the heat through convection and evaporation. In winter 

or cold conditions, shivering occurs, which is a process of muscle contractions to generate heat. 

Vasodilatation and vasoconstriction are both related to blood vessels. Vasodilation is 

responsible for blood vessel expansion, while vasoconstriction is its opposite. The dilation of 

blood vessels is due to vessels' relaxation, which enhances the blood flow leading to the 

increased body heat dissipation. On the contrary, tightening of blood vessels creates resistance 

to blood flow, allowing retaining heat [15]. For thermal comfort evaluations, not the core body 

temperature but the skin temperature must be used as a reference value [14]. 

The skin contains millions of sensors and nerves and protects us from unfavorable 

external factors. Information of environmental changes detected by skin sensors is transmitted 

to the brain, where decisions regarding thermoregulation mechanisms are made. Skin covers 

approximately 2 m2 area of the human body [16]. The relation between skin surface area, body 

height, and body weight were proposed by DuBois and had the following formulation:  

 𝐴𝐷𝑢𝐵𝑜𝑖𝑠 = 0.202𝑀0.425𝐿0.725 (1) 
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where ADuBois is the skin area, M is the mass, and L is the height of a person [17]. According 

to measurements taken from children and adults, the skin surface area ranges between 0.8 and 

2.4 m2 [15]. In neutral conditions, the skin temperature is not uniformly distributed throughout 

the body, as can be seen in data provided by Zhang H. [18] and Olesen and Fanger [19]. Two 

datasets show similar temperature distribution; however, Zhang H's results were consistently 

higher by 1°C due to unknown reasons (Table 1).  

Table 1. Skin temperature distribution at different segments [15]. 

 

In a cold environment, the skin temperature deviates significantly from neutral 

conditions because vasoconstriction is the most effort to conserve core body temperature. From 

Table 2, it can be noticed that the skin temperature at fingers and feet has the lowest values of 

21.1°C and 21.4°C, respectively, while the neck region is the warmest part. The difference 

between the highest and lowest temperatures is 13.4°C. One can also notice that the average 

skin temperature dropped significantly compared to the neutral conditions. 
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Table 2. Skin temperature distribution in cold environment [15]. 

 

Compared to cold surroundings, fingers and feet turned to be the warmest regions in a 

warm environment (Table 3). The skin temperature is evenly distributed in the upper body. The 

lower body is slightly cooler due to less activity than the upper body in the seated position. The 

maximum skin temperature difference between body parts is only 2.7°C.  

Table 3. Skin temperature distribution in warm environment [15]. 
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2.2. Thermal comfort 

The definition of thermal comfort is described as "the condition of the mind in which 

satisfaction is expressed with the thermal environment" in the American Society of Heating, 

Refrigerating and Air-Conditioning Engineers (ASHRAE) standard [20]. It is indeed a 

cognitive process, and psychological, physical, and physiological states affect the perception 

of thermal comfort [21]. Each person perceives thermal comfort differently, even in the same 

environment. Comfort can be achieved when occupants are within a specific temperature range, 

the moisture on the skin surface is low, and the physiological efforts for thermal regulations 

are reduced. Six factors are influencing thermal comfort; two of them are personal (activity 

level, clothing insulation), and the rest are physical (air velocity, air temperature, mean radiant 

temperature, and relative humidity) [21]. Thermal comfort is responsible for a productive and 

healthy workplace. The establishment of thermal comfort is also linked to energy consumption 

and contributes to building sustainability.  

The necessity in energy consumption reduction for thermal comfort is becoming 

attractive. Therefore, for its assessment, different indices, experiments, surveys, models are 

being established. International comfort standards are built on these findings. In thermal 

comfort evaluation, professionals refer to standards that guarantee that at least 80% of people 

will be satisfied with thermal sensation [22]. There are major international comfort standards 

known as ASHRAE, ISO (International Standards Organization), and EN (European 

Standards). These standards provide well-defined temperature ranges for comfort, which are 

based on mathematical formulations derived by Fanger and are independent of race, sex, and 

age. 

Fanger obtained comfort equations by substituting two linear equations obtained 

through experiments into heat balance equations [23]. He found that only two physiological 

factors: mean skin temperature and perspiration rate, were dependent on activity level. College-

aged students participated in Fanger's experiments and were wearing the same clothes. From 

experimental data, linear equations from perspiration rate and activity level relation were 

developed. The linear relationship between mean skin temperature and activity level was 

derived from other experiments that involved different activity levels. The comfort equation 

was complemented further from data obtained from a bigger experiment [24]. ASHRAE 

adopted the equations and connected them to the 7-point scale Predicted Mean Vote (PMV) 

and Predicted Percentage Dissatisfied (PPD) indexes. In some experimental studies, 

ASHRAE’s 7-point scale ranging from -3 (cold) to +3 (hot) was implemented [25]. Thermal 
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comfort or neutral condition corresponds to 0 among the range. The range is also applicable 

for CFD analysis.  

Besides Fanger's model, there is Pierce two-node model [26]. The model uses two 

concentric cylinders, which represent the human body. The outer cylinder uses the skin surface 

temperature of 33.1°C, while the inner cylinder has the body core temperature of 37.1°C [21].  

It should be noted that the two-node model is used for transient or physiological responses, 

while the PMV-PPD indexes are used only for steady-state situations [21].  

Researchers from the Center for the Built Environment based in Berkley university 

created an online thermal comfort calculator [27]. The calculator is based on three major 

thermal comfort standards ISO 7730, EN 16798-1 and ASHRAE 55. Evaluations can be done 

by inserting five values which are the operative temperature, air speed, relative humidity, 

metabolic rate and clothing level. According to the ASHRAE 55 standard, the air speed is 

evaluated by averaging speed values at ankle (0.1 m), waist (0.6 m) and head (1.1 m) levels for 

seated occupants. “The operative temperature to can be defined as the average of the mean 

radiant and ambient air temperatures, weighted by their respective heat transfer coefficients” 

[28].  

2.3. Mechanical ventilation  

Ventilation of building spaces plays a massive role in occupants' comfort and air quality 

[29]. There are two ventilation strategies used commonly in buildings: displacement and 

mixing ventilation [30, 31]. In 1899 Boyle Son et al. illustrated the systematic application of 

mixing ventilation [29]. In mixing ventilation, the incoming fresh air at high speed (> 1 m/s) is 

supplied at the upper part of a room or ceiling. The primary purpose of mixing ventilation is to 

dilute the contaminated air in the room with fresh air at high velocities. A good mixing 

ventilation system should provide a uniform temperature and CO2 particle distribution 

throughout the room [32]. Numerous experimental and numerical investigations were done to 

understand and improve mixing ventilation performance [33-35]. Findings and different 

positions of inlets and outlets are summarized in Table 4 (Appendix A). A practical handbook 

published by REHVA [36] gives a comprehensive description of the mixing ventilation 

applications.  

As its name says, displacement ventilation uses fresh air to displace old air in the room. 

It is used exclusively for cooling. The air is supplied from the lower region of space closer to 

the floor with low velocity (< 0.5 m/s). The temperature difference between the room and 

supply air is usually 2 - 4°C [37]. This inlet's position creates an upward movement of the air 
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as it gets warmer by heating sources (equipment, person, etc.) which results in stratified 

temperature and velocity profiles. Titus suggests minimizing the furniture with a cubical shape 

to facilitate the circulation of the flow [38]. John does not recommend supply airspeeds more 

than 0.25 m/s to avoid thermal discomfort [39]. However, thermal discomfort may still be 

present due to a draught or vertical temperature difference within 3°C for sitting and 4°C for 

standing occupants [40]. Like for mixing ventilation, many numerical and experimental studies 

were conducted for displacement ventilation described in Table 5 (Appendix A). Inlet, and 

outlet position is important because it was reported that mixing and displacement ventilation 

with the same airflow rate provide different degrees of air quality and thermal comfort [41, 42]. 

Advantages of displacement ventilation over mixing ventilation include better thermal comfort 

and air distribution, low operational cost, and noise. The main benefit is that displacement 

ventilation saves energy consumption by 43% [37]. However, displacement ventilation suffers 

from some shortcomings. The low air supply momentum cannot always be in balance with 

buoyancy forces, and in some cases, the buoyancy forces take over, leading to poor ventilation 

efficiency [30]. According to European standards [43], displacement ventilation should be used 

in spaces with a height of at least 2.7 m, while REHVA recommends using displacement 

ventilation in spaces that are higher than 3 m [44]. Another limitation is that it only can be used 

in cooling mode. Therefore, impinging jet ventilation (IJV) was proposed by Karimipanah and 

Awbi to eliminate the limitations of displacement ventilation [45].  

The working principle of IJV is similar to displacement ventilation. The difference is 

in the air distribution method. Impinging jets are typically placed in the corner of the room with 

a small nozzle to floor distance. Emitted air at high velocity hits the floor and spreads along 

the floor, creating a thin layer that further rises toward the ceiling, causing stratification. This 

cool air compared to displacement ventilation can overpower the buoyancy force due to high 

momentum and better thermal comfort. IJV can also be utilized for room heating. IJV should 

be meticulously designed because the air supplied from floor level may cause high vertical 

temperature difference and draft [46]. 

2.4. Human geometry in CFD 

In the computation domain, human geometry may have various shapes and positions. 

Mainly three positions are used: laying, sitting, and standing. No standard exists for human 

geometry in CFD; however, in many works done, human body surface size was between 1.594 

m2 and 1.688 m2 [47]. The level of details on the human geometry depends on the problem's 

complexity. For simple cases, the body can be built from a cylinder [48], rectangle [49], and 



 

13 
 

 

cube [50], available in any CAD software. In more sophisticated cases, highly detailed 

geometry is required. The most recent approach is to use a 3D scanner to create a natural 

person's exact copy [51]. This way, one can obtain accurate results that are close to practical. 

However, this comes with a high computational cost. Highly detailed geometries require a 

significant amount of rectangular elements to mesh. For example, Sorensen et al. [51] had to 

use more than 1,000,000 triangular elements to discretize only the human surface. The body 

surface temperature in CFD studies usually is between 31°C [51] and 33.7°C [52]. It was also 

observed that the local airflow around an occupant is affected by its geometry while the global 

flow is not affected [47]. 

2.5. Impinging jets 

Impinging jets are devices that efficiently transfer mass or energy and are mainly used 

in industry. The high transfer of energy or mass is achieved by a pressurized gaseous or liquid 

flow directed on a target. Applications of impinging jets include cooling of electronic 

components, turbine blades and metals, defrosting of machinery components, defogging of 

glass surfaces, textile drying and many others. In surface cooling, impinging jets perform three 

times better than traditional confined flow cooling parallel to the surface, because the jets create 

a thinner boundary layer and cooling is facilitated by turbulence. The efficiency of impinging 

jets can further be enhanced by two orders of magnitude with pre-knowledge of the required 

heat transfer coefficient. Larger surfaces can be covered with multiple jets.  

Impinging jet cooling is not efficient in cases: 1) when the impinging distance increases. 

This usually happens in work with moving highly non-uniform surfaces. It was found that a 

large jet nozzle to target distance leads to the loss of kinetic energy and reduction Nusselt 

number. 2) when the impinging distance is too small. Small distances block the possibility of 

uniform mass or heat transfer over a target. Implementation and construction of such jets may 

not be practical, especially when the jet velocity is high.  

In the design of impinging jets, the heat transfer is evaluated by the Nusselt number, 

while the mass transfer is measured by the Schmidt number.  

2.5.1. Impinging jet regions 

The exiting flow from impinging jets goes through several regions as depicted in Figure 

1. The jet nozzle type defines turbulence characteristics of the flow. There are two common 

nozzle shapes of impinging jets – circular and slot. Circular jets have an axisymmetric flow 
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profile and develop turbulence in the upstream region. Compared to the circular jets, the flow 

in slot jets is less turbulent and has a two – dimensional profile.  

The first region the flow passes through is called the free jet region. The region itself is 

divided in two: core and shear layer. The initial flow velocity remains constant in its core. 

Along the way, the flow starts to widen. This happens due to the shear layer formation by the 

velocity gradients at the jet edges which transfers momentum outwards. As a result, the flow 

loses its energy and the velocity profile widen.  

The decaying jet area develops at four to eight jet diameters as the shear layer starts to 

expand in the direction of the jet center. The velocity profile in the decaying area has a shape 

similar to the Gaussian curve that continues to flatten and widen as the distance from jet nozzle 

increases (Figure 2). Flattening represents the decrease of the velocity at the jet center. Viskanta 

et al. [53] split the zone in two regions: developing and fully developed region. The initial 

velocity profile is present in the developing zone, while the profile transforms into the Gaussian 

form in the fully developed zone. Martin et al. [54] derived mathematical formulations based 

on the low Reynolds number for velocity predictions in the decaying jet region.  

 

Figure 1. Impinging jet flow regions [55] 
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Figure 2. Jet flow velocity profile [55] 

 At the stagnation region the flow hits the target surface and turns away. The turning 

flow is nonuniform and is greatly affected by shear and normal stresses. This causes the 

streaching of the flow vortices and enhance the turbulence. Typically the stagnation region 

starts 1.2 jet diameters above the impingement surface [54]. The turned flow further enters the 

wall jet region and moves parallel to the target.  

2.5.2. Turbulence generation and effects 

The flow behavior can be predicted and categorized by the Reynolds number: 

 𝑅𝑒 =
𝑈𝐷

𝑣
 (2) 

where U is the average velocity, D is the jet opening diameter and 𝑣 is viscosity. The use of 

diameter D is correlated to the circular jets. For slot jets, two slot widths 2B has to be used in 

evaluations. Depending on the Reynolds number, the flow categorization is as follow [53]: 

• laminar Re < 1000 

• transitioning  1000 < Re < 3000 

• turbulent Re > 3000 

For laminar flow analytical solutions can be found, however such flow provides much 

less heat transfer compared to turbulent flow. Turbulence greatly impacts the heat transfer, 

therefore most of the studies were done on turbulent impinging jets. For instance, a circular jet 
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with Re = 2000 and H/D of 6 resulted in a Nusselt number of 19. The same jet with Re = 

100,000 was more efficient and had a Nusselt number of 212 [54]. Typically, laminar jets with 

small nozzle to target distance provide a Nusselt number in the range of 2–20.  

Impinging jets used in industry usually operate at 4000 < Re < 80,000 and have H/D 

ratio between 2 and 12. The efficiency of jets depends on the distance H between the jet opening 

and the target, because the Nusselt number increases with H decrease. In the design of jets, one 

should aim for the optimum H distance, consider the type of jets, physical constraints, 

manufacturing possibilities and then adjust the jet diameter D. For small scale industry 

applications, commonly jets with diameters of 0.2 – 2 mm are used, while diameters between 

5 – 30 mm are typical for large scale applications. 

Mathematical representations of turbulent flow are based on mass, momentum, and 

energy conservation laws [55]:  

 
𝜕𝑢̅𝑖

𝜕𝑥𝑖
= 0 (3) 

 𝜌
𝜕𝑢̅𝑖

𝜕𝑡
+ 𝜌𝑢̅𝑖

𝜕𝑢̅𝑗

𝜕𝑥𝑗
=  − 

𝜕𝑝̅

𝜕𝑥𝑖
+  

𝜕𝜎𝑖𝑗

𝜕𝑥𝑗
+   

𝜕𝜏𝑖𝑗

𝜕𝑥𝑗
 (4) 

 

𝜌
𝜕𝑢̅𝑖

𝜕𝑡
+ 𝜌𝑢̅𝑖

𝜕𝑢̅𝑗

𝜕𝑥𝑗
=  − 

𝜕𝑝̅

𝜕𝑥𝑖
+   

𝜕

𝜕𝑥𝑗
[𝜇 (

𝜕𝑢̅𝑖

𝜕𝑥𝑗
+

𝜕𝑢̅𝑗

𝜕𝑥𝑖
)] 

+ 
𝜕

𝜕𝑥𝑗
(−𝜌𝑢𝑖

′𝑢𝑗
′̅̅ ̅̅ ̅̅ ) 

(5) 

 

𝜌𝑐𝑝

𝜕𝑇̅

𝜕𝑡
+ 𝜌𝑐𝑝𝑢̅𝑗

𝜕𝑇̅
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𝜕
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𝑃𝑟
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𝜕

𝜕𝑥𝑗
(−𝜌𝑐𝑝𝑢𝑗

′𝑇′̅̅ ̅̅ ̅̅ ) 

+ 𝜇 (
𝜕𝑢𝑖

′

𝜕𝑥𝑗
+

𝜕𝑢𝑗
′

𝜕𝑥𝑖
)

𝜕𝑢𝑖 
′

𝜕𝑥𝑗

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
 

(6) 

 𝜎𝑖𝑗 = 𝜇 (
𝜕𝑢̅𝑖

𝜕𝑥𝑗
+

𝜕𝑢̅𝑗

𝜕𝑥𝑖
) (7) 

 𝜏𝑖𝑗 = −𝜌𝑢𝑖
′𝑢𝑗

′̅̅ ̅̅ ̅̅  (8) 

Single variables with overbar stand for time-averages terms, fluctuating values are 

represented by a prime symbol, while correlation is represented by a large overbar. 

In the time variant momentum expression, the second moment is adjusted to obtain the 

equation for Reynolds stresses [56]:  
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+  [−2𝑣
𝜕𝑢𝑖

′

𝜕𝑥𝑘

𝜕𝑢𝑗
′

𝜕𝑥𝑘

̅̅ ̅̅ ̅̅ ̅̅ ̅̅
]    +    [𝑣

𝜕2𝜏𝑖𝑗

𝜕𝑥𝑘𝜕𝑥𝑘
] 

        Turbulent dissipation   Molecular diffusion 

(9) 

 

k represents the specific turbulent kinetic energy and is correlated with the turbulence 

intensity. To make its units nondimensional, a velocity ratio is taken in which the denominator 

term is the time-averaged kinetic energy: 

 𝑇𝑢 = √
𝑢𝑗

′𝑢𝑗
′̅̅ ̅̅ ̅̅

𝑢̅𝑖𝑢̅𝑖
 (10) 

Turbulence formation can be forced by installing obstacles (e.g, tabs, screens) in the 

pipe flow or at the jet opening. This is done to enhance the heat transfer coefficient. A previous 

study showed that this approach shortens the jet core region and increases a Nusselt number 

because of the H/D ratio decrease [57]. 

In the jet flow, the appearance of turbulence may already start at the initial jet zone. 

The shear layer is the source of turbulence generation that creates instability of the flow. The 

velocity profile and the location of the shear layer can create flow oscillations that move from 

side to side. Along the way, these oscillations may evolve into large-scale eddies and may have 

sizes equal to or larger than the jet diameter. Then, they either get interfered by other flow 

features or naturally split into smaller eddies. Graphical representation of vortex formation is 

shown in Figure 3. 
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Figure 3. Turbulence formation in jets [55] 

 

Turbulence in smaller scales can also be produced in the decaying region because, in 

that area, the shear layer stretches across the jet center. The flow at the jet center may form 

turbulent pockets and small eddies that eventually turn into an unstructured turbulent flow field. 

In the stagnation region, the promotion of turbulence happens due to normal strains and 

stresses caused by the deceleration of the flow. Investigations done by Abe and Suga [58] 

revealed that the heat and mass transfer is dominated by eddies of large scale in the stagnation 

region.  

The presence of turbulence enhances the heat transfer ratio. Flow eddies facilitate the 

mixing of fluids with different temperatures and kinetic energy. This important property allows 

to increase the local heat transfer by penetrating and removing the boundary layer. 

Ashforth-Frost et al. assessed the nozzle geometry's influence on the potential core 

length [59]. In the investigation, semi-confined and unconfined jets with the fully developed 

and flat flow were used. The findings reveal that the potential core zone can be extended by 

7% with the fully developed flow. For flat velocity profiles, the shear is higher, leading to the 

early penetration to the center of the jet. Authors also report that for the semi-confinement jets, 

the potential core can be extended by 20%. 

In Figure 4, configurations of inclined impinging jets are represented. The geometric 

center is the jet centerline's intersection with the target surface. The flow deflected by the 

impingement plate is split into downhill and uphill zones. Compared to the jets' perpendicular 

position, the stagnation point is slightly shifted towards the uphill direction for oblique jets. 
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Figure 4. Flow characteristics of oblique jets 

 

Observations by Foss et al. for inclined impinging jets at an angle of 9° showed that the 

stagnation point's position in relation to the geometric center was shifted further than maximum 

static pressure [60]. Another investigation conducted by Foss et al. for 45° of impingement 

angle showed the coincidence of the stagnation point and maximum static pressure [61]. 

Goldstein et al. also conducted studies on impinging jets with varying angles from 30° to 60° 

[62]. It can be concluded that the highest heat transfer for oblique impingement does not happen 

at the geometric center.    

Confinement changes the heat transfer rate of impinging jets. The air impinged from a 

nozzle plate is known as semi-confined. Further expansion of the nozzle plate length only 

increases the jet's confinement. In electronics cooling, confinement cannot be avoided due to 

small and restricted spaces. Single and conjugate impingement is used in the cooling of 

electronics. Crossflow, as demonstrated in Figure 5, occurs with confinement and should be 

taken into account because confinement is determined by the direction and magnitude of the 

crossflow. Crossflow impact on the heat transfer rate can be seen in works done by Goldstein 

et al. [63]. Comparison studies on the flow characteristics of conjugate and single jet were also 

published by Goldstein et al. [64]. Crossflow formation due to confinement was investigated 

by Obot et al. [65]. 

 

Figure 5. Crossflow in confined space 
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Chapter 3 – Methodology 

3.1. Domain preparation (Verification and Validation) 

Dimensions of our computational domain were taken from Sørensen et al. [51]. In 

Sørensen et al.'s work, the computational manikin was an exact 3D scanned copy of a woman. 

Authors report that a considerable amount of mesh elements on the 3D scanned occupant's 

surface must capture the heat flux gradients. The use of complicated geometries requires high 

computational effort. Therefore, it was decided to simplify the occupant's shape. The person's 

overall geometry was simple, made from cubes, and divided into 16 parts (arms, legs, etc.) to 

evaluate temperature distribution at each part.  

Mesh verification and model validation were the first steps in preparing the 

computational domain. Ansys CFX module was used for these purposes. The validated model 

was used for further simulations to find out the best-suited flow and jets characteristics. The 

thermal comfort was assessed by the CBE comfort tool. 

The computational domain has a shape of a box with dimensions of 2.95 (length) x 2.95 

(width) x 2.4 (height). The domain was filled with air from which the Boolean command 

subtracted a person. The occupant's feet are not in contact with the floor and are 0.02 m above. 

The occupant's face center coincides with the room center (Figure 6). 

 

Figure 6. Computational domain 
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The governing equations for CFD are listed below. 

Continuity equation: 

 
𝐷𝜌

𝐷𝑡
+ 𝜌

𝜕𝑈𝑖

𝜕𝑥𝑖
= 0 (11) 

Momentum equation: 

 𝜌
𝜕𝑈𝑗

𝜕𝑡
+ 𝜌𝑈𝑖

𝜕𝑈𝑗

𝜕𝑥𝑖
= −

𝜕𝑃

𝜕𝑥𝑗
−

𝜕𝜏𝑖𝑗

𝜕𝑥𝑖
+ 𝜌𝑔𝑗 (12) 

where, 

 𝜏𝑖𝑗 = −𝜇 (
𝜕𝑈𝑗

𝜕𝑥𝑖
+

𝜕𝑈𝑖

𝜕𝑥𝑗
) +

2

3
𝛿𝑖𝑗𝜇

𝜕𝑈𝑘

𝜕𝑥𝑘
 (13) 

Energy equation:  

 𝜌𝑐𝜇

𝜕𝑇

𝜕𝑡
+ 𝜌𝑐𝜇𝑈𝑖

𝜕𝑇

𝜕𝑥𝑖
= −𝑃

𝜕𝑈𝑖

𝜕𝑥𝑖
+ 𝜆

𝜕2𝑇

𝜕𝑥𝑖
2 − 𝜏𝑖𝑗

𝜕𝑈𝑗

𝜕𝑥𝑖
 (14) 

  

For validation purposes, three the most popular two equations turbulence models 

Standard k-, Standard k- and Shear Stress Transport were tested. Mathematical expressions 

and constant coefficients for each model are represented below. 

Standard k- equations: 

 
𝜕(𝜌𝑘)

𝜕𝑡
+ div(𝜌𝑘𝑈) = div [

𝜇𝑡

𝜎𝑘
grad 𝑘] + 2𝜇𝑡𝑆𝑖𝑗 ∙ 𝑆𝑖𝑗 − 𝜌𝜀 (15) 

 

 
𝜕(𝜌𝜀)

𝜕𝑡
 +  div(𝜌𝜀𝑈)  =  div [

𝜇𝑡

𝜎𝜀
grad 𝜀]  +  𝐶1𝜀

𝜀

𝑘
2𝜇𝑡𝑆𝑖𝑗 ∙ 𝑆𝑖𝑗 − 𝐶2𝜀𝜌

𝜀2

𝑘
 

    Rate of      Transport             Transport                 Rate of            Rate of 

    change     of k or 𝜀 by          of k or 𝜀 by            production       destruction 

   of k or 𝜀    convection             diffusion                of k or 𝜀           of k or 𝜀 

(16) 

 𝐶𝜇 = 0.09    𝜎𝑘 = 1.00    𝜎𝜀 = 1.30    𝐶1𝜀 = 1.44    𝐶2𝜀 = 1.92  

 Standard k- equations 

 
𝜕(𝜌𝑘)

𝜕𝑡
+ div(𝜌𝑘𝑈) = div [(𝜇 +

𝜇𝑡

𝜎𝑘
) grad 𝑘] + 𝑃𝑘 − 𝛽∗𝜌𝑘𝜔 (17) 

 𝑃𝑘 = (2𝜇𝑡𝑆𝑖𝑗 ∙ 𝑆𝑖𝑗 −
2

3
𝜌𝑘

𝜕𝑈𝑖

𝜕𝑥𝑗
𝛿𝑖𝑗) (18) 
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𝜕(𝜌𝜔)

𝜕𝑡
 +  div(𝜌𝜔𝑈) = div [(𝜇 +

𝜇𝑡

𝜎𝜔
) grad 𝜔] 

                        Rate of       Transport                  Transport                  

                        change     of k or 𝜔 by               of k or 𝜔 by             

                       of k or 𝜔    convection                  diffusion                 

+ 𝛾1 (2𝜌𝑆𝑖𝑗 ∙ 𝑆𝑖𝑗 −
2

3
𝜌𝜔

𝜕𝑈𝑖

𝜕𝑥𝑗
𝛿𝑖𝑗) − 𝛽1𝜌𝜔2 

                                                      Rate of                   Rate of 

                                                   production             dissipation 

                                                     of k or 𝜔                of k or 𝜔 

(19) 

 𝜎𝑘 = 2.0    𝜎𝜔 = 2.0    𝛾1 = 0.553    𝛽1 = 0.075    𝛽∗ = 0.09  

Shear Stress Transport equations: 

 
𝜕(𝜌𝑘)

𝜕𝑡
+ div(𝜌𝑘𝑈) = div [(𝜇 +

𝜇𝑡

𝜎𝑘
) grad 𝑘] + 𝑃𝑘 − 𝛽∗𝜌𝑘𝜔 (20) 

 

𝜕(𝜌𝜔)

𝜕𝑡
 +  div(𝜌𝜔𝑈) = div [(𝜇 +

𝜇𝑡

𝜎𝜔,1
) grad 𝜔] 

+ 𝛾2 (2𝜌𝑆𝑖𝑗 ∙ 𝑆𝑖𝑗 −
2

3
𝜌𝜔

𝜕𝑈𝑖

𝜕𝑥𝑗
𝛿𝑖𝑗) − 𝛽2𝜌𝜔2 + 2

𝜌

𝜎𝜔,2𝜔

𝜕𝑘

𝜕𝑥𝑘

𝜕𝜔

𝜕𝑥𝑘
 

(21) 

 𝜎𝑘 = 1.0    𝜎𝜔,1 = 2.0    𝜎𝜔,2 = 1.17    𝛾2 = 0.44    𝛽2 = 0.083    𝛽∗ = 0.09  

Blending functions are introduced to the last, cross-diffusion term, for transitions 

between the k- and k- models: 

 𝐶 = 𝐹𝐶𝐶1 + (1 − 𝐹𝐶)𝐶2 (22) 

Surfaces of the computational domain need to be specified by giving names for which 

boundary conditions were set exactly as described by Sørensen et al. [51] (Figure 7). All the 

walls of the domain were given no-slip condition. The air is supplied from the floor with 0.02 

m/s speed, 19.75°C temperature, 30% turbulence fractional intensity with a 0.004 m turbulence 

eddy length scale. Outlet covered the whole ceiling with relative pressure of 0 Pa. Human 

surface had a fixed temperature of 31°C while the four sidewalls of the room were at 19.75°C. 

Radiation was considered in the simulations for the whole human body and sidewall, emissivity 

values were defined a 0.95 and 1.00, respectively.  
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Figure 7. Named selections of the domain 

 

The domain was divided into tetrahedral elements with multiple mesh refinements on 

the human surface and the cylindrical area from the head to the ceiling. The room was refined 

to capture the temperature values accurately. The addition of inflation layers and mesh 

refinement of the occupant surface was done for heat flux evaluation. The wall y+ value was 

set to be 0.97 and 2.63 for Standard k- and Standard k-SST models, respectively. The Finite 

Volume Method was utilized for the solution and discretization of the governing equations for 

each grid cell. The mesh verification study summary is presented in Table 6 and Table 7. The 

temperature root mean square (RMS) error was calculated from 10 points of data equally 

distributed on a line from head to the ceiling. Mesh 3 (Figure 8) was the final mesh as it satisfied 

the error criteria (< 1%) with 338446 nodes. 

 

Table 6. Mesh comparison 
 

Mesh 1 Mesh 2 Mesh 3 Mesh 4 

Heat Flux (W/m2) 67.0584 67.4448 - - 

Temperature at 1.98 m (°C) 294.84198 294.850159 294.845276 294.849274 
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Table 7. Error between meshes 

  Mesh 2 vs. Mesh 1 Mesh 3 vs. Mesh 2 Mesh 4 vs. Mesh 3 

Heat Flux (%) 0.57 - - 

Temperature at 1.98 m (%) 0.003 0.002 0.001 

Temperature RMS (%) 1.86 1.97 0.71 

 

 

Figure 8. Final mesh representation at x = 1.475 m 

 

The computational time was recorded (Table 8) and plotted (Figure 9) for different 

partitions to ensure the CPU's optimum usage. Calculations were done on a computer with Intel 

Core i7 – 8700 @ 3.20 GHz and 16 Gb RAM. The addition of partitions after five does not 

produce significant improvement in time.  

 

Table 8. Time is taken by the different number of partitions 

Number of partitions Time 

1 2 hrs 16 min 23.728 s 

2 1 hrs 41 min 45.129 s 

3 1 hrs 17 min 32.200 s 

4 1 hrs 09 min 49.747 s 

5 1 hrs 06 min 16.963 s 

6 1 hrs 06 min 44.887 s 
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Figure 9. Computational time vs. Number of partitions graph 

 

The total time spent for simulations in combinations with different radiation and 

turbulence models is summarized in Table 9. 

 

Table 9. Simulation time for different turbulence and radiation models 

Turbulence model + Radiation model Time 

k-e + Discrete Transfer 1 hrs 09 min 18.020 s 

k-e + Monte Carlo 1 hrs 15 min 42.527 s 

k-w + Discrete Transfer 2 hrs 13 min 02.491 s 

k-w + Monte Carlo 2 hrs 27 min 12.571 s 

SST + Discrete Transfer 2 hrs 28 min 45.840 s 

SST + Monte Carlo 2 hrs 32 min 41.686 s 

 

For validation, air velocity above the head and body heat flux values were compared 

with the experimental data. Experimental values for the heat flux and velocity are 88.26 W/m2 

and above 0.5 m/s, respectively. Comparison of different turbulence and radiation models 

revealed that the combination of SST and Monte Carlo models produced the lowest error of 

4.34% (Table 10), which is in the 10% range. The error could be caused due to the use of 

simplified human geometry. 
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Table 10. Validation of the model 

Turbulence model + 

Radiation model 

Heat Flux (W/m2) Velocity (m/s) Error (%) 

k-e + Discrete Transfer 67.06 0.34 24.02 

k-e + Monte Carlo 72.85 0.34 17.46 

k-w + Discrete Transfer 96.25 0.57 9.05 

k-w + Monte Carlo 94.01 0.57 6.51 

SST + Discrete Transfer 96.23 0.57 9.03 

SST + Monte Carlo 92.09 0.57 4.34 

3.2. Mesh verification for jets 

Mesh verification study was performed to capture velocity values produced by 

cylindrical jets. Initially, mesh was verified for the jet normal to the occupant, then copied to 

other jets. At each mesh refinement, velocity values at two locations were checked. The first 

location is the middle point of the cylinder axis. The second one, is a line parallel to the axis 

lying on the cylinder outer surface with length half of the cylinder height. The line contained 

ten uniformly distributed velocity values. Mesh independence was achieved after three 

refinements as represented in Table 11 and Table 12. The final mesh contained 1,283,771 

elements (Figure 10). 
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Figure 10. Mesh at z = 1.407 m 

 

Table 11. Mesh independence study for jets 
 

Mesh 1 Mesh 2 Mesh 3 Mesh 4 

Velocity at cylinder axis 

center (m/s) 
4.92 4.96 4.98 4.99 

 

Table 12. Error between meshes for jets 

  Mesh 2 vs. Mesh 1 Mesh 3 vs. Mesh 2 Mesh 4 vs. Mesh 3 

Velocity at the middle of 

the cylinder axis (%) 
0.81 0.40 0.20 

Velocity RMS at the 

reference line (%) 
7.34 2.17 0.73 
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Chapter 4 – Results and Discussion 

4.1. Base case scenario (mixing ventilation cooling) 

For the base case scenario, the boundary conditions, inlet and outlet dimensions were 

taken from the work done by Yang et al. [66]. The air was supplied from the upper zone of the 

room and extracted from the lower region as illustrated in Figure 11. The inlet and outlet had 

dimensions of 1.2 m (length) x 0.1 m (width) and 0.3 m x 0.3 m respectively. All the walls, 

except the wall on the right were assumed to be adiabatic. The right wall represented the 

outdoor temperature in summer and was set to have a constant temperature of 35°C.  

The required inlet air parameters that create a thermal comfort were obtained from 

numerous simulations. A significant energy imbalance and its fluctuations were present during 

simulations. It was fixed by initialization of the energy results and adjusting the timescale factor. 

Initialization was performed by switching the inlet and outlet boundary conditions to wall type, 

so pure conduction case could run. Obtained results were used as initial conditions for actual 

simulations. Velocity components imbalances were less than 0.05 %, while energy imbalance 

was lower than 3 %.  

It was found that the inlet velocity of 1.1 m/s at 24°C provides thermal comfort for the 

occupant in the room under assumptions that the person is wearing a summer cloth (0.5 clo) 

and the relative humidity is 50 %. The PMV and PPD values were found to be - 0.35 and 8% 

respectively. One of the comfort evaluation parameters – air speed was calculated by averaging 

the velocity results from three planes, each with dimensions of 0.5 m x 0.5 m (Figure 12). It 

was found to be 0.14 m/s. According to the ASHRAE 55 standard, the location of these planes 

is at 0.1 m (ankle level), 0,6 m (waist level) and 1.1 m (head level) for seated occupants. The 

room temperature was equal to 25.4°C and its distribution was very uniform as expected from 

mixing ventilation (Figure 13).  
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Figure 11. Domain for the base case scenario  

 

 
Figure 12. Planes at head (1.1 m), waist (0,6 m) and ankle levels (0.1 m) 
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Figure 13. Room temperature distribution at a) z = 0.8 m  b) z = 1.407 m  c) z = 2.4 m 

4.2. Cooling with impinging jets 

Direct occupant cooling was implemented by impinging jets mounted on the ceiling. 

For energy consumption comparison between the base case and impinging jets, the jets’ inlet 

temperature retained at 24°C and outlet position was not changed. The diameter of cylindrical 

impinging jets was calculated from the H/D ratio, where H is the distance between Jet 2 and 

the occupant’s head. This distance is equal to 0.94 m and was considered to be optimal. In 

reality, the occupant may want to stand up and stretch. If the distance was small, the occupant 

could hit the jets and damage himself and/or the jets. Common jet diameters used in large 

industry applications (5 – 30 mm) are not suitable for this case, because they result in a small 

H distance. Since the H/D ratio should be equal to a value between 2 and 12, the smallest jet 

diameter for cooling the occupant was found to be 8 cm.  

The performance of Jet 2 alone was tested. The mass flow of one jet was not enough to 

provide thermal comfort to the occupant. Therefore, two additional jets were installed 0.5 m 

apart from Jet 2 (Figure 14) and directed to the head (64° angle), shoulders (76° angle) and 

waist (80° angle). All three jets had the same velocity. Simulation results show that at an inlet 
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velocity of 2 m/s thermal comfort is achieved regardless of angle. A summary of average air 

speed at each angle can be seen in Table 13. 

 

 
Figure 14. Room with three jets 

 

Table 13. Summary of average air speed at each angle 

 Head level 

speed (m/s) 

Waist level 

speed (m/s) 

Ankle level 

speed (m/s) 

Average air 

speed (m/s) 

64° 0.30 0.16 0.14 0.2 

76° 0.24 0.20 0.15 0.2 

80° 0.22 0.16 0.14 0.17 

 

The PMV and PPD indexes for the head and shoulders cases were 0.37 and 8%, and 

0.48 and 10% for the waist case. Directed cooling of the head or shoulders provides slightly 

better comfort than cooling the waist region.  

Velocity profiles at different impinging angles can be seen in Figure 15. 

 

   Angle 

 Speed 

locations 
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Figure 13. Jet velocity profiles at a) 64° b) 76° c) 80° 

4.3. Energy consumption comparison 

The energy spent for cooling was calculated using the following formula [67]: 

 𝑄̇ = ∑ 𝑚0̇ ℎ0 − ∑ 𝑚𝑖̇ ℎ𝑖  (23) 

where 𝑚0̇  and 𝑚𝑖 ̇ are the mass flow rates at outlet and inlet, ℎ0 and ℎ𝑖 are the enthalpies 

at outlet and inlet.   

Ansys CFX, by default, uses the reference value for enthalpy of 0 J/kg at 25°C. 

Negative enthalpy values mean that the air temperature is less than the reference value.  

Since the mass flow for both cooling cases is the same at the inlet and outlet, eq. (23) 

can be rewritten as: 

 𝑄̇ = 𝑚̇(ℎ0 − ℎ𝑖 ) (24) 

Below, energy consumption calculations are shown for each case: 

 𝑄̇𝑏𝑎𝑠𝑒  𝑐𝑎𝑠𝑒 = 0.16 ∙ (−48.72 + 1004.41) ≈ 153 𝑊 (25) 

 𝑄̇𝑗𝑒𝑡𝑠 = 0.035 ∙ (2562.41 + 1004.41) ≈ 125 𝑊 (26) 

Cooling with impinging jets is more efficient and allows to save 18.3% of energy 

compared to traditional cooling.  
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Chapter 5 – Conclusion 

Traditional cooling methods waste energy by cooling the entire space. In the era of 

global energy crisis and global warming, it is necessary to find energy efficient solutions. 

Impinging jets have been widely used in small and large industrial applications as efficient 

cooling sources. Therefore, this work was dedicated to see if impinging jets can be used as an 

energy efficient alternative for space cooling that at the same time could provide comfort to 

the occupants. The approach was to cut electricity consumption by targeted cooling of an 

occupant. Numerical investigations were done over a validated domain with dimensions of 

2.95 m x 2.95 m x 2.4 m (height) with a person sitting in the center. The outdoor temperature 

of 35°C represented summer conditions. The boundary conditions that provide comfort in 

traditional cooling were imposed on the case with impinging jets. One cylindrical impinging 

jet with a diameter of 8 cm located on the ceiling and normal to the person could not provide 

thermal comfort due to mass flow rate deficiency. However, three impinging jets with an inlet 

velocity of 2 m/s and the same diameter were enough to achieve comfort regardless of the 

directed angle. Energy consumption comparison between traditional and jet cooling revealed 

that the use of impinging jets is able to save 18.3% of energy. The percentage could be 

increased by an extensive parametric optimization which might be the basis for future work.  
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Appendix A 
Table 4. A short summary of studies of mixing ventilation 
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Table 5. A summary of studies of displacement ventilation 

 


