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Sentiment analysis

😊

☹

😠Process of defining emotions from text to understand the attitude
towards some concept. 

Natural Language Processing predictive modelling task.

What is it?

happiness

anger

sadness

😱
fear🤢

disgust

😯
surprise

Opinion polarity: Positive, Negative, Neural



Background

Google trends (www.google.com/trends). Relative popularity of search “sentiment analysis” & “customer feedback”

http://www.google.com/trends


Background

Search “Sentiment analysis” on ScienceDirect (https://www.sciencedirect.com/) 
gave us

58 450 results

• 2020 year – 5627 papers
• 2021 year  – 3474 papers

Sentiment analysis - one of the growing research areas in Computer Science

https://www.sciencedirect.com/


Motivation



Motivation

• Difficult and time-consuming to filter the information• Relationships heavily rely on correct interpretations
• Demand for getting valuable data, optimization of the whole 

mechanism of the text analysis

Social Networks
Online communication. Data flow. Recommendation system

problems



Thesis objectives 

• Introduce methods for sentiment analysis
• Compare different approaches [Machine Learning, Rule-based, Statistical]
• Explore the effectiveness of pre-trained models
• Investigate the application of methods



Modern approaches
BERT (Bidirectional Encoder Representations from Transformers) is

state of the art for wide range of tasks in NLP 

Software & Tools: 

• Google Analytics & Alerts
• Tweet Statics
• Social Mention
• Marketing Grader 



Literature Review

Machine Learning

Lexicon – based

Supervised

Unsupervised

Dictionary - based

Corpus - based Statistical 



Literature Review

Kazakh language – shows 60% of accuracy 
Kazakh language is used with Russian language – shows over 70% of accuracy  

Introduction and use of sentiment analysis algorithms, how they are implemented, what kind of 
architecture is used.

Problems & Limitations during sentiment analysis: 
- Mistakes in words
- Unstructured text
- Lack of labeled learning examples
- Many facets of the language are not taken into account, as negation
- Subjectivity issue



Methodology: algorithms & techniques overview
• Logistic regression – observation into one of two classes

• LSTM – one of the widely used and studied methods. Over 3000 papers found from 
(https://paperswithcode.com/), multiple times bigger than other method related papers and takes 
2nd place after time series papers.

• BERT – state of the art language model for NLP

• Polyglot – offers wide range of analysis and board language coverage supporting 136 languages 
for sentiment analysis task 

• TextBlob – widely used library for NLP tasks, including sentiment analysis

https://paperswithcode.com/


Logistic Regression

Discriminative and feature 
based model, does predictive 
analysis for classification 
problem. 

Linear algorithm with a non-
linear transform on output.

Classifier extracts set of 
weighted features from the 
inputs, takes logs, combines 
them linearly.

Long-Short Term Memory BERT

Part of Recurrent Neural 
Networks, learn long-term 
dependencies. It has memory 
blocks, each containing and 
input and output gate. 

Makes use of Transformers, an 
attention mechanism that learns 
contextual relations between words 
in a document

Bidirectional
Reads the entire sequence of 
words as once, allows the model to 
learn the context of a word based 
on all of its surroundings

Transformers
- encoder: reads the text input 
- decoder: produces a prediction 

Machine Learning approach



Polyglot TextBlob

Unigram modeling approach
Polarity lexicons for 136 languages

Focused on pattern analyzer, returns polarity 
and subjectivity values

Statistical approach



Methodology: Experiment work

Data 
collection

Sentiment 
detection

Text 
preprocessing & 

preparation

Sentiment 
classification

Visualiza3on



Data collection

Open-source dataset – Sentiment140 from Twitter

Dataset 1 - 1 700 lines
• Columns: Index, Sentence, Sentiment, Polarity, Sentiment type
• Target class balance: Positive – 0.658 (1120), Negative - 0.342 (580)

Dataset 2 - 10 000 lines
• Columns: ItemId, Sentiment, Sentence
• Target class balance: Positive – 0.4188 (4200), Negative - 0.5812 (5800)



Text preprocessing
Data cleaning:

• Removing the number of white space characters 
• Removing the underscore
• Removing the symbols
• Removing white spaces
• Removing digits
• Removing empty lines
• Removing tags



Sentiment Selection - Extracting features 
Finding valuable data that contains more information

CountVectorizer – converts collection of text documents to a matrix of token counts. 



Model building
Logistic regression 
- scikit-learn (https://scikit-learn.org/)

LSTM
- keras (https://keras.io/)

BERT
- Pytorch (https://pytorch.org/)

Number of epochs – 10



Training

Train accuracy history of LSTM model

Train accuracy history of BERT model

LSTM – 0.82, Logistic Regression – 0.77, BERT – 0.81



Polyglot
Detecting “Positive” Detecting “Negative”



Sentiment Classification - Testing
10 random sentences using Document Generator Library (https://pypi.org/project/essential-generators/) 

https://pypi.org/project/essential-generators/


Sentiment Classification - Testing
1. Persons. The the lower-density surface zone is known as the length and movement 

[BERT – 0, LSTM – 1, Logistic Regression – 1, Polyglot – 1 (neural)]

2. Density zones: two existing customs unions: Mercosur and the Mediterranean trade.

[BERT – 0, LSTM – 1, Logistic Regression – 0, Polyglot – 1 (neural)]

3. Midtown, and a move into the ground in what is right. Evil or bad 

[BERT – 0, LSTM – 0, Logistic Regression – 0, Polyglot - 1 (neural)]

4. Ten floors has rather warm summers, with a salad

[BERT – 1, LSTM – 0, Logistic Regression – 0, Polyglot – 1]



Evaluations

• Accuracy (TP + TN) / Total – proportions of correct predictions

• Precision TP / (TP + FP) – how many values are predicted correctly

• Recall  TP / (TP + FN) – how many actual values predicted correctly

• F score – weighted method of precision and recall

• Confusion matrix

TP – model predicted the actual value correctly and it shows a positive result 
TN – model predicted the actual value correctly and it shows a negative result 
FP – model predicted the actual value to be positive and it is incorrect 
FN – model predicted the actual value to be negative and it is incorrect



Results
Evaluation metrics LSTM Logistic regression BERT

Accuracy 0.82 0.77 0.81

Precision 0.74 0.76 Negative – 0.7

Positive – 0.61

Recall 0.74 0.64 Positive - 0.81

Negative – 0.79

F score 0.74 0.67 0.82



Results

Looked to the results of others that did sentiment analysis with this open-source 
dataset and found that their Logistic regression model hit accuracy of 0.82 [Kritika 
Rupauliha’s solution from Github (https://github.com/rkritika1508/Sentiment-
Analysis/blob/master/Fifth.ipynb)]. 

Passed for Logistic regression 5 positive and 5 negative sentences



Data visualization

Based on following methods: 
• LSTM
• BERT
• Polyglot
• TextBlob

Web application:
- Flask framework
- JavaScript + Python



Data visualization

Web interface
Positive and Neural sentiments



Data visualization

Web interface
Negative and Neural sentiments



Data visualization

Web interface
Positive sentiments



Data visualization

Web interface
Negative sentiments



Data visualization

Web interface
Sentiment analysis chart



Discussion
Sentiment prediction from different methods represented different values

Reason: Class distribution was imbalanced

Improvement:   Truncate & pad input sequences, 
use class weighted loss function, up sample class sharing

Reason: Targeted only “Positive” & ”Negative” classes

Improvement:  Take into consideration “Neural” class

1

2



Discussion
Sentiment prediction from different methods represented different values

Reason: Did not consider sarcastic sentences, negations and   
did not perform stemming process

Improvement: Use Natural Language Tool Kit

Reason: Domain of the tested sentences

Improvement:  Use social networks API

3

4



Application
• Businesses are interested in what customers are saying about their products, wants their 

brand perceived positively           customer support, needs, experience, product analysis, 
branch health, competitive research

• Individuals are interested in getting / reading positive materials           filtering news, so that 
person can read only good news

• Individuals are interested in what others are saying about their personality, job and 
performance           configuring social networks so that it filters comments or removes 
negative ones



Conclusions

LSTM – popular & simple to implement

Logistic regression - can be advantageous if there is low dimensional data, shows better results 
if there is a large dataset. 

BERT – requires more computational power and time. 

Polyglot & TextBlob – does not need prior training, can show result quickly, because of its 
execution time. However, they have no learning competence. TextBlob is likely failing on large 
sentences. Do not take into account how words are combined in a sequence. 

Sentiment analysis is one of the most popular tasks in text classification



Conclusions

BERT pre-trained model & ready libraries give more precise results.  

Impossible to analyze data without error, need to take into consideration all the features of the 
language, improve preprocessing and do experiments on large datasets

Machine Learning algorithms may be advantageous for a specific sentiment analysis task, 
while pre-trained models & libraries can be applied to multiple domains & languages. 

Social media users use multiple languages to express their opinion. 



Future work

• Removing words that do not contain sentiment. For example, pronouns.

• Removing repeated letters

• Handling Part of Speech and Point – Wise mutual information 

• Tuning the hyperparameters. For example, Grid Search.

• Scaling the feature and normalization

• Do experiments on large datasets
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