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Abstract

We apply singularity analysis in complex time to investigate the solutions of a dynamical system of one
degree of freedom related to the oscillations of a Micro-Electro-Mechanical System (MEMS) of
nonlinear elasticity. This problem is expressed mathematically by a second order differential equation
for the position variable x(¢) of the oscillator. Using the fact that this equation is connected with an
energy integral (kinetic plus potential energy), we first study its solutions by plotting the graph of its
potential function for different values of an important parameter of the problem K>0. Then, we analyze
these solutions by expanding x(f using power series in complex time. Our solutions are expanded
about a singularity of the equation of motion at x = 1, which constitutes a very important point in the
analysis, and complements solutions found by other researchers using real time. As a first application,
our complex time expansions can be used to estimate locations in x space where the solutions are
bounded and periodic and regions where the solutions are unbounded (and hence non-physical). We
also examine our approach as an extension of the well-known Frobenius theory for linear second order
ODEs. Finally, we investigate the locations of the singularities near the periodic solutions using a
Newton-Raphson method near the singularity of the equation at x = 1.

1 INTRODUCTION

An important subject in the study of Nonlinear Ordinary Differential Equations (NODEs) is to
approximate their solutions by power series in the complex time plane. This approach generalizes the
polynomial approximation these solutions by Taylor series expansions in powers of ¢ € }® around some
point fy € R, precisely because it converges exactly where Taylor series cease to be valid, i.e. near
singularities ¢, in the complex domain. One first advantage of this analysis is that it can be used to
identify the domains of convergence of the classical Taylor series expansions. Secondly, by being valid
in regimes where Taylor series fail, singularity analysis in complex time can be used to estimate regimes
in real space where solutions are bounded (i.e periodic in many physical applications) or unbounded
and hence non—-physical. In this Project, our interest is focused on the solution of a so—called
Micro-Electro-Mechanical System (MEMS) problem, used to model the oscillations of a thin metallic
plate in a capacitor.

It is well-known that MEMS oscillators of the type studied here, involve in their potential besides the
harmonic term (proportional to x?) polynomial terms of higher nonlinearity. In this study, we have
decided to ignore them and have considered only the harmonic part of the potential. However, as will
be come clear below, our analysis proceeds in very much the same way, even if these higher order
nonlinearities are kept, and thus we believe that the results of our analysis can be extended to also
apply to such more realistic MEMS oscillators.

In Section 2 of the Project we carry out such a singularity analysis by expanding the solution of the
MEMS oscillator in complex time around the value x = 1 which represents a real singularity of the
equations of motion. In this way we find a remarkably elegant series solution, with two free constants,



which can be used to satisfy any pair of initial conditions x(0) and x'(0) that one may choose. This
solution happens to be free of logarithms and hence can be used to solve for the locations of the
singularities in the complex t-plane to arbitrary accuracy. Thus, it can be used as an alternative
solution of the problem, which is valid even in regimes of periodic solutions with very long periods,
where even Fourier series expansions may fail to converge.

In Section 3, we examine the connection of our series solutions with solutions in real time, by plotting
the MEMS potential energy function and identifying regimes where bounded (periodic) and
unbounded solutions exist. Section 4 is devoted to our conclusions and a discussion of how this
research can be extended in the future to provide useful solutions of the MEMS problem in the more
complicated and realistic case where the potential includes polynomial terms in x.

2 POWER SERIES SOLUTIONS OF MEMS IN COMPLEX TIME

As is well known, a simplified version of the equation of a MEMS oscillator in one dimension is given by

x(t)”+x(t):L (1)
(1-x(1))?
where k > 0 is a constant parameter, x(¢) describes the oscillator’s displacement from equilibrium and
the second derivative is taken with respect to the time variable ¢. In the above force equation (2) the
mass of our oscillator is unity and we have neglected on the left hand side all terms of order higher than
linear. Let us now define by ., a singular point of the solutions anywhere in complex t-plane, and let us
rewrite this MEMS variable as x(¢ — t.) satisfying the equation for:

k

(1—x(t—t.))? 2

x(t—t)" +x(t—t,) =

Let consider ¢, as the location of a possible singularity of our solutions in the complex time plane. Such
singularities would appear positioned symmetrically with respect to the real t axis, as shown in the
figure below. They correspond to time values where the solutions are expected to diverge as t — t*. For
simplification, let us denote from here on the independent variable of our solution by 7 = £ — ¢*.
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Figure 1: A singularity ¢, in the complex time plane and its complex conjugate

To find out how divergence occurs, we first need to find the leading term of a series expansion of our
solution by writing it in the form x ~ ct”. One way that such a divergence may arise is if the power in



this leading term is p < 0. However, substituting such a term in the equation produces p =2/3 and
hence we must seek this divergence elsewhere. This is provided by the equation of motion itself (2) and
it clearly occurs at the point x = 1! Therefore, we proceed to expand the solution of x near this
singularity as a power series in T whose first terms are:

x=1l+ay7’+..,p>0 (3)

where a;, the leading term coefficient, and p > 0 can be determined by substituting in (2) and equating
terms of leading order. This yields

p(p-Dat’ ™ = Taz (4a)
1
p—-2=-2p—p=2/3 (4b)
9k
a) = —(7)1/3 (4c)

Let us now solve Eq. (2) for x as a function of 7, by extending the above solution (3) to higher order
terms multiplied by the coefficients ay, as, a4, .... To achieve this, we need to expand each side of the
equation (2) separately and equate coefficients of terms with the same power of 7.

RHS:

k k
= (5a)
(a1 7283 + apt + az143)? @213 (1 + ap/ a7V + az/ a 12/3)?
k

= m(1 —2aylayt'® - 2a3/ a; 7?3 + Sag/afrm’ + 3a§/a§r4/3) (5b)

1

2a
= —?1 (™3 -2ap/ v - 2a3/ ay P + 3a5 1 a2 3 + 3a5 1 a?) (5¢)
=—2a1/9T "3 + 4a,/977 + 4a3/9772" - 6a§/9a11_2/3 ~64d5/9a; (5d)

LHS:

x=1+ a1r2/3 +a)T+ d3T4/3 + a4r5’3 + a572 + a617/3 + a7T8/3 + agTS (6a)
x' = Z/Salr_”?’ + ay +4/3a37”3 + 5/3@4‘[2/3 +2a5T + 7/3a614/3 + 8/3@715/3 +... (6b)
x"==2/9a17 "3 +4/9a377?"3 +10/9a,77 3 + 2a5 + 28/9agT® + 40/9a; 7" (6¢)
—2/9a;7 Y3 +4/9a31722 +10/9a,77V3 + 2a5 + 28/9a57' 2 + 1 + a1 7?3 + (6d)
+agr+a313/4+a415/3+a512+a617/3 = (6e)
= 2a1/91_3/4 + 4612/91'_1 + 2613/9‘[_2/3 — 6a§/9a11_2/3 — 6a§/9a1 (61)

Assuming that the series is developed in powers of 71/3

order terms gives:

and equating coefficients of the nest higher

77V (4ap/9)=0, and 77Y3:10/9a4 =0;

from which we conclude a, = 0 and a4 = 0. So the first few terms in the series expansion of x(#) now

take the form:

/ /

x=1+ alrz 34+ dgT3 4y a;,rz + a517/3 +... (7



To find higher order terms, we extend the above series to higher powers of T and rewrite the RHS

expression as:

k k
(a1 7283 + az13 + ast? + ag173)? @231+ (az/ a1 123 + as/ a1 143 + agl ar 75/3))?
k

= m(l —2a3/a112/3 —2615/&1‘[4/3 —2a6/a115/3 +3(a3/a112/3 + a5/a114/3 +ag/mt
1

2ai 3y ~3/2 13, 0.2/ .2 2
:—?(T —2as3/mtT —2as/ay —2as/a17"” +3a5/ay +6azas/a

= —2011/91_4/3 +4[13/9T_2/3 +4as/9 +4a6/9r”3 - 6a§/9a1 - 12a3a5/9a112/3 —12asag/9a; 7

21?83 1 6azagl a’1)

The same approach as above now yields for the next coefficients:

13:24a4/9=0 and 717%3:4a3/9=4a3/9

Following this procedure, we are now able to show that as is the second free term of this equation,

while ag=0, and the updates series expansion for the solution x(#), now reads:

x=1+ a112/3 + a314/3 + a5r‘2 + a718/3 +....

3 A POWER SERIES IN POWERS OF 172/3

Based on the result (2) of the previous section we now make the crucial observation that we can

2/3

substitute u = 7°'° in the above series, thus obtaining the much simpler expansion:

X= 1+a1u+a3u2+a5u3+a7u4+...
Setting u = (¢ — t.)%/3
variable we find

du 2 _p
dr 3
d _ddu 20t-t)'%d 2 _,d
dt dudt 3 du 3  du

dt? du dt 3 du 3 du®3
2 ,dx 4 _jd*x k —2a3u?

X = =
9 du 9 du? 1-x0?  a?u?(l+az/au+as/ayu? + az/ au®)?

da? (d(éu‘”zﬁ) du) ~u3?dx 2u\?ad’x2 _,,

Thus the equation we get after the substitution u = (f — t,)?/3:

—2a,

2
aux" -2x' +9u“x =
A+ Z2u+p2u+..)2

into the Equation (2) and transforming the derivatives in terms of the new

(8a)

(8b)

(8¢c)
(8d)

9)

(10)

(11a)

(11b)

(11c)

(11d)

(12)

It is interesting to note from the above eq. (3), that if the right hand side were zero, x = 0 would be a

regular singular point of the equation



Aux" —2x'+9u*x =0

as we know from Frobenius theory of linear second order ODEs.

The starting terms and the subsequent series expansions of the two linearly independent solutions are:

x1(w) =) apu” (13a)
n=0
o0

% (w) = ud'? Z b,u’" (13b)
n=0

Substituting the first solution in the homogenous equation yields:

[e.°] o0 o0
4% ann(n—l)u"_l—ZZ annu”_1+9z a,u? =0 (14)
n=0 n=0 n=0
[e.°] [e.°] e8]
4y ann(n—l)u”_l—ZZ annu”_1+9z a,u™? =0 (15)
n=2 n=1 n=0
Now, put n— > n + 2 in the above equation to get:
o] o] [e.°]
4Y ap+2(n+2)(n+ D" -2) ap+1n+ DU +9 Y a,ut? =0 (16)
n=0 n=0 n=0

Let’s write out the first few terms in all the sums of the above equation:
n=0:a,=0
1:8a,—4a,=0,a,=0
2:24a3-6as+9a9=0,a3 = %, and ay is free
3:48a4—8a4+9a;=0,a4=0
4:
5:

80as5—10a5 +9a, =0,a5 =0
12046 —12a6 +9az =0, as = 53
Let’s examine now the x, (1) solution:

S 8 3 S S
Il

o0
W=y b,u"t3? (17a)
n=0
/ - 3 n+1/2
X(w)=) bp(n+-)u (17b)
n=0 2
1" o 3 1 n-1/2
xy (W)=Y bp(n+>)(n+-)u (17¢)
n=0 2 2
After substituting into homogenous equation we obtain:
1/2 o 3 1 n 1/2 o 3 n 712 o n
4u an(n+§)(n+5)u -2u an(n+§)u +9u b,u”*=0 (18)
n=0 n=0 n=0
43 by(n+-)(n+)u" -2y by(n+)u"+9u Y byu” =0 (19)
n=0 2 2 n=0 2 n=0

n=0:3bg =3by, by is free
n=1:4b;(2)u-2b;(3)u=0,b =0
n=24b,($H) 3 u?-2b,(D)u?=0,b, =0
n=34b3() (B’ - 2b3 (D u® +9bou® =0, by = -2
Can we use these solutions to solve the non-homogeneous equation? Not really, only if we are very
close to the singularity where u — 0.



4 HIGHER ORDER EXPANSION OF THE U-POWER SERIES

In this section, we carry out the same calculations as in Sections 2 and 3 to get the higher order a;
. We will proceed by expanding

coefficients as a function of the free term a3 and a; = —(%)1/ 3

x=1+aju+asu®+ asu® + a;u* + ... Hence, let’s expand the LHS and RHS and match the coefficients

for u terms.

X _ 2 3
—=ay+2asu+3asu”+4ay;u

du
d*x )
—2:2a3+6a5u+12a7u
du
2dx+4 d2x+9 ) 9ku?
—2— +4u——+9u°x =
du du? (ayu + azu? + asud + a;u*)?

—2(ay +2asu+3asu® + 4a;u®) + 4u(2a3 + 6asu + 12a;u*) +

+9u* (1+ ayu+ azu® + asu® + a;ut) =

—2aju?

asu?(1+ ag/ ayu+ as/ ayu® + a; ay u’)?

LHS:

—2 (a1 +2asu+3asu® +4a7u®) +4u(2as + 6asu + 12a;u?) + 9u? (1 + ayu + asu® + asu® + azut) =
—2a; —4asu—6asu® —8a;u +8azu +24asu? + 48a; u® + 9u? +9a; u® + 9az u* + 9as u® + 9a; ub

RHS:

(20a)

(20b)

(20c)

(20d)
(20e)

(20f)

—2a; (1-2[as/ayu+ as/ ayu* + az/ ayu®) + 3las/ ayu + as/ ayu? + az/ ayu”1%) = —2ay + 4asu + 4asu® +

daru® - 6a5/ ayu® — 12ay (azas/ a u® + azaz/ a*u*) — 6ay (a2 a u* + 2asaz/ aiu® + a5/ af u®)

u®:4as —6a§/a1 =18a5+9
as =—-3a5/7a,; -9/14
ud:4a; -12asas/a; = —8a; +48a7 +9a4;
a; = —0305/3d1 - 01/4

x=1l4+aju+ a3u2 + (—3a§/7a1 -9/14)u® + (—aszas/3a; — a1/4)u4 +...

Section 5: The location of the singularity
Case 1: The location near the x = 1
x(D=1+a1(t-6)*P+az(t—1)*/3+...
x(0)=1+a1(—)*3 + az(—1£)*/3 +...

x'(0)=5ar(-1) 3+ Rag (- 1) B + ..

21)



Take, x'(0) = 0 and call z = (—t,)!/3:

_2 -1, 4
0=3a1z27" +3a32

2__ 4
z = 2as

x(0)=1+ a1z2 + a3z4

0)=1+a(—2) + a5 =1
X = M (~2g;) T A3 4ai 4az
_ 4
a3 = 30—x0))
2 2a:(1-x(0) _ 2 _
Zm = a% - (9k/2)1/3 (1 xO)

2 _ 213 £2/3 _ 2
z°=(=1)"7, b —W(l—xo)

Xo<l,t, SR

Note that for x(0) > 1 we have periodic solutions. Of course for x(0) < 1, we also have at some x'(0) =0
periodic solution. But we would need better approximations to see them (i.e include more terms in the

3

series expansions of x beyond the asu? term, asu?, a;u’, etc.)

Case 2: Location of the singularity near the periodic solution

Define z = (—t,)'/3, with initial conditions x(0) = 1 and x’(0) = 0:

x()=1+a(t—t)*"3

x(0) = 1+ ay(—£,)*3

2 4 8
(O =Za(-t)7 "+ Zas(- 1) 4 2a5(- 1) + 2ar(= 1) +

/ 2 1,4 3,8 5
x(O):gal(z) +§a3(z)+2a5(z) +§a7(z) +...

2 4 8
Za1(2)% + 503(2)4 +2as5(2)% + §a7(z)8 =0

3

4 4 4 4 4
—t-a -zt +—as®+ a8 =1
3 3 3 3 3

By adding these two equations above, we get:

1 2 , 2 o 4
X)=—-——mz°+—-asz°+—-arz
f(x) 13X 3% 3%

+as(—)2 13+ as(—t.)% + ay (—t,)8/3

(22a)
(22b)

(22¢)

(22d)

(23)

(24)

(25)

By the method of Newton-Raphson, we find the complex singularities near the periodic solutions of

potential in bounded region for K = 23—7



Algorithm 1. Matlab script for Newton-Raphson method: singularity analysis

al=(1/2)A(1/3);
ab=(-9/14);
a7=al/4;

f=inline ('1/4_+2/3*al*xA2+2/3*a5*x"6+4/3xa7+*x 8" ,’x");
df=inline (' +2%2/3*al*x+6%2/3*xab*xA5+8%4/3xa7+xx 7’ ,’x");

x1=-0.1 +0.61i

x2=x1-f(x1)/df(x1)
x3=x2—-f (x2)/df (x2)
x4=x3—f (x3)/df (x3)
x5=x4—f (x4)/ df (x4)
x6=x5—f (x5)/df(x5)
x7=x6—f (x6)/ df (x6)
x8=x7-f (x7)/ df (x7)
x9=x8—f (x8)/ df (x8)
x10=x9—f (x9)/df (x9)

pl=[4/3%a7, 0 , 2/3+a5, 0 , 0, 0, 2/3+al, 0, 1/4]
roots (pl)

x1 = —0.10000 + 0.60000i
x2 = —0.055472 + 0.7788071
x3 = —0.14178 + 0.69515i
x4 = —0.12552 + 0.762281i
x5 = —0.14192 + 0.75677i
x6 = —0.14145 + 0.75799i
X7 = —0.14146 + 0.75799i
x8 = —0.14146 + 0.75799i
x9 = —0.14146 + 0.75799i
x10 = —0.14146 + 0.757991i
pl =

Columns 1 through 8:

0.26457 0.00000 —0.42857 0.00000 0.00000 0.00000 0.52913
Column 9:

0.25000

ans =

-1.22463 + 0.367751
-1.22463 — 0.367751
1.22463 + 0.367751
1.22463 — 0.367751
—0.14146 + 0.75799i

0.00000



—0.14146 — 0.757991
0.14146 + 0.757991
0.14146 — 0.757991i

5 SOLUTIONS OF MEMS IN REAL SPACE

Let us now plot the potential of the MEMS problem

V(x)—x—z— k
2 (1-x)

(26)

as a function of x for different values of the parameter k > 0 to understand the different types of
solutions in connection with the results of our power series in complex time.

Vix)

(1.244, 1.077)

© —0596) .

(0,-0074)

-0:5

4

Figure 2: The potential of the function for 22—7 <k<s3

Figure 2 above represents the potential function of the MEMS problem, where the solution at x = 1 goes
to infinity, so x = 1 is a vertical asymptote. By computing critical points, i.e. maxima and minima of the
potential function, we have found conditions for the k parameter so that periodic solutions exist. Note
that such solutions can be found in the domain 0 < x < 1 provided k satisfies the inequalities

% <k< 24—7. These are the physically meaningful solutions of the MEMS problem. However, observe
from Figure 2 that non-physical periodic solutions also exist in the domain x > 1. As we demonstrate
below these regions are also found by our singularity analysis, since the correspond to cases where t* is
complex.

On the other hand, unbounded solutions shown in Figure 2, can also be determined by our singularity
analysis. As our calculations below demonstrate these can be found by requiring that our singularities
t* are real.
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(a) The graph of the function f(x) for K < %
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(b) The graph of the function for K > 22—7
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6 CONCLUSION AND TOPICS FOR FUTURE RESEARCH
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